GNSS Spoofing Interference Source Localization Using Pseudo-range and RSS Measurements
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Abstract: Global navigation satellite system (GNSS) spoofing interference can mislead the target receiver in reporting wrong position, velocity and time results, which is a serious threat to the security of GNSS applications. Localizing and destroying the interference source is a complete way to clear the threat. In this paper, an algorithm is proposed to locate interference source using both pseudo-range and received signal strength (RSS) measurements, which are from the spatially distributed GNSS receivers. The algorithm has two stages. In the first stage, the distances between the interference source and receivers are estimated using weighted least-squares (WLS) method. And then source position is estimated using the estimated distances in the second stage. This algorithm’s computation burden is low, and its solution doesn’t divergence even if the measurements’ accuracy is low. In addition, the mathematical derivation shows that the solution can reach the CRLB accuracy. Simulations corroborate the theoretical results and the good performance of the proposed method.

1. Introduction

With the development of GNSS, it is playing a more and more important role in our daily life. As GNSS signals become very weak when they reach the earth, the signals are vulnerable to in-band interferences. Among them, the spoofing interference is the most harmful one. The structure and power of spoofing signals are very similar to the authentic ones. Its aim is to mislead the target receiver in reporting false position, velocity and time solution without being noticed by the user. It may cause serious consequences, especially for the important infrastructure using GNSS services. For example, if the timing GNSS receivers used by smart grid were spoofed, and the time solution were dragged away, it may cause power transmitting failure [1].

Therefore anti-spoofing techniques have become a hot research topic within the GNSS discipline. Researchers have proposed many anti-spoofing methods, such as: in-band power monitoring [2], signal quality monitoring [3], receiver clock monitoring [4], navigation message authentication [5], multi-antenna techniques [6], multi-receiver techniques [7] and so on. These methods are all focus on detecting and mitigating spoofing interference. However, literatures about locating spoofing source are few.

Range and received signal power are two basic measurements of GNSS receiver. Thus many existing passive source localization algorithms using TDOA measurements or energy measurements are candidates that can be used to locate spoofing source. Maximum likelihood (ML) method [8] is an attractive method, as its solution can achieve the CRLB. However, it requires iterative search and good initial guesses. And it may suffer from divergence and local convergence problem. Therefore, closed-form solutions have been proposed, such as spherical intersection [9], spherical interpolation [10], and quadratic-correction least-squares (QCLS) [11][12]. These methods perform well for the applications with high quality measurement. However, if the measurements are bad, the estimation accuracy will decline sharply.
This paper proposes a spoofing source localization algorithm using both Pseudo-range and RSS measurements from spatially distributed GNSS receivers. The receivers are static, with known positions, and using a common sampling clock to eliminate the clock bias between different receivers. The received signals are assumed direct line-of-sight and free space propagations. These assumptions have been commonly used in the previous works. The proposed method has two stages. In the first stage, the measurements functions are linearized versus the distances that between spoofing source and receivers. And the distances are estimated using WLS method. Once we obtain distances, it becomes a classical problem that resolves position from distance. The classical WLS method is used in the second stage to locate source. As the first estimator is a close-form solution and the second stage process converges quickly, the computation burden of proposed algorithm is low. In addition, the solution accuracy is analyzed. It shows that the solution can reach CRLB accuracy.

The proposed algorithm is carried out after detecting of spoofing signals. We can use the method in [7] to detect spoofing signals. This paper is focus on locating spoofing source. And the spoofing detection will not repeat more in this paper.

This paper is organized as follows: the measurements models are introduced in section 2. The localization algorithms are derived in section 3. In section 4, the localization accuracy is analyzed and compared with CRLB. Simulations are conducted in section 5. Finally, the conclusion is drawn in section 6.

2. Measurement Models

As shown in figure 1, the source locating system is assumed to consist of \( N \) GNSS receivers located at positions \( r_i = [x_i, y_i, z_i]^T \) in Cartesian coordinates. And the spoofing source is located at \( u^* = [x^*, y^*, z^*]^T \), where \( (\cdot)^* \) denotes the real value without noise.

Under the conditions of direct line-of-sight and free space propagations, the signal arriving at receiver \( i \) is [13]:

\[
\rho_i(t) = \frac{\sqrt{p_r g_i}}{d_i^*} F(t - \tau_i) + \xi_i
\]  

(1)

Where \( p_r \) is transmitting power at the emitting source. \( g_i \) is the receiver processing gain, which can be calibrated. \( d_i^* = \| u^* - r_i \| \) is the Euclidean distance between the source and the \( i \) th receiver. \( F(t) \) is the received wave form, which is generated by modulating pseudo-random noise (PRN) codes and data message to radio frequency carriers. \( \tau_i \) is the propagation delay. \( \xi_i \) is independent zero-mean Gaussian noise with variance \( \sigma_i^2 = N_0 B \), \( N_0 \) is the noise power spectral density, and \( B \) is the signal frequency bandwidth.

We assume the spoofing source is near the ground, the spoofing signal does not travel through the ionosphere and troposphere. Therefore the ionosphere delay and troposphere delay are zeros. Therefore, the measured transmitting delay of spoofing signal includes four main components: the distance from source to receiver, the false delay \( \tau_f \) simulated by the spoofer and the clock biases \( d_{t_r}, d_{t_s} \) of the source and receivers respectively. The pseudo-range measurement model of spoofing signal at receiver \( i \) is:

\[
\rho_i = d_i^* + c\tau_f + c(d_{t_r} - d_{t_s}) + \varepsilon_{p,i}
\]  

(2)

Where \( c \) is the velocity of light. \( \varepsilon_{p,i} \) is measurement noise, which is independent zero-mean Gaussian noise. \( \sigma_{p,i} \) approximately equals \( cT_e \sqrt{\langle B_i D_i \rangle / (2CNR_f)} \) in meters [13]. Where \( T_e \) is the
code chip duration (for GPS L1CA code, $T_c = 1/1023\,\text{ms}$). $B_L$ is the code loop filter bandwidth. CNR is the carrier to noise ratio, which is defined as

$$\text{CNR}_i = \frac{P_r g_i}{N_0 d_i^2}$$

(3)

As the receivers are time synchronized, the clock biases of the receivers are same. When taking difference of the pseudo- ranges, the common terms are removed. Without lose generality, choosing receiver 1 as reference, the TDOA measurement model can be represented as

$$k_{i1} = \rho_i - \rho_i = d_i^o - d_i^o + \varepsilon_{k,i1}$$

(4)

Figure 1 Spatial illustration of spoofing source localization scenario

where $\varepsilon_{k,i1} = \varepsilon_{p,i} - \varepsilon_{p,1}$. Let $k = [k_{21}, k_{31}, \ldots, k_{N1}]^T$, it follows the joint Gaussian distribution. And its covariance matrix is $Q_k$.

After dispreading and coherent integrating of the received signal, we get the received signal amplitude:

$$a_i = \frac{1}{T} \int_0^T x(t) F^*(t) dt = \frac{\sqrt{P_r g_i}}{d_i^o} + \xi_i^o$$

(5)

Where $T$ is the integrating interval. $(\cdot)^*$ denotes to take conjugation. $\xi_i^o$ is the processing result of the noise term in (1). It is also a zero-mean Gaussian random variable. And its variance is $N_0/T$ .

Let $a = [a_1, a_2, \ldots, a_N]^T$, the covariance matrix of $a$ is

$$Q_a = \text{diag} \left[ \sigma_{a_1}^2, \sigma_{a_2}^2, \ldots, \sigma_{a_N}^2 \right] = \frac{N_0}{T} I_N \cdot I_n$$

$\sigma$ is a $n$ -dimension identity matrix.

3. Spoofing Source Localization

As the RSS measurements $a$ contain uninteresting unknown variable $P_r$, the proposed solution does not use $a$ directly but rather the amplitudes ratios.

Again taking receiver 1 as the reference, the amplitude ratio is:

$$q_{i1} = \frac{a_i / \sqrt{g_i}}{a_1 / \sqrt{g_1}} = \frac{d_i^o}{d_1^o} \frac{1 + \varepsilon_{a,i} \cdot d_i^o / \sqrt{P_r g_i}}{1 + \varepsilon_{a,1} \cdot d_1^o / \sqrt{P_r g_1}}$$

(6)

When the integrating interval is sufficiently long so that the signal to noise ratio (SNR) is large enough, we have $\eta_i = (P_r g_i) / (d_i^o \sigma_{a,i}^2) >> 1$. Taking Taylor expansion and ignoring the second-order and above noise terms, yields
Collecting $q_{it}$ to form the vector $\mathbf{q} = [q_{21},...,q_{N1}]^T$, the covariance matrix of $\mathbf{q}$, $\mathbf{Q}_q$ has elements:

$$
\mathbf{Q}_q[i-1,j-1] = \begin{cases} 
\frac{d_i^o d_o^o \sigma_{o_i}^2}{p_t g_i}, & i \neq j \\
\frac{d_i^o \sigma_{o_i}^2 + d_o^o \sigma_{o_o}^2}{p_t g_i + d_i^o P_t g_i}, & i = j 
\end{cases}
$$

for $i, j = 2,3,...,N$.

We now develop the solution using (4) and (7). It has two stages. The first algorithm stage uses $k$ and $\mathbf{q}$ to obtain the estimates of distances $d^o = [d_{o1}^o,...,d_{oN}^o]^T$. And the source position is resolved in stage two of the algorithm using the estimated distances.

Stage1 Transposing the noise term to left and others to right of (4) and (7), we get the measurements error functions:

$$
\Delta k_{it} = k_{i1} - (d_{i1}^o - d_i^o) 
$$

$$
\Delta q_{it} = q_{i1} - d_{i1}^o / d_i^o 
$$

where $\Delta k_{it}, \Delta q_{it}$ denote the measurements errors of TDOA and amplitude ratio respectively.

Multiplying both side of (10) by $d_i^o$, yields

$$
d_i^o \Delta q_{it} = d_i^o q_{i1} - d_i^o 
$$

It can be seen that (9) and (11) are linear functions of unknown variables $d^o$. Their matrix form is

$$
\mathbf{e}_i = \mathbf{h}_i - \mathbf{G}_i \mathbf{d}^o 
$$

$$
\mathbf{e}_i = [\Delta \mathbf{k}^T, \quad d_i^o \Delta \mathbf{q}^T]^T 
$$

$$
\mathbf{h}_i = [\mathbf{k}^T, \quad \mathbf{0}_{N-1}]^T 
$$

$$
\mathbf{G}_i = [\mathbf{G}_{ik}, \quad \mathbf{G}_{iq}]^T 
$$

where $\Delta \mathbf{k} = [\Delta k_{21},...,\Delta k_{N1}]^T$, $\Delta \mathbf{q} = [\Delta q_{21},...,\Delta q_{N1}]^T$, $\mathbf{G}_{ik} = [-\mathbf{q}, \quad \mathbf{1}_{N-1}]$, and $\mathbf{G}_{iq} = [-\mathbf{q},\quad \mathbf{1}_{N-1}]$. $\mathbf{0}_{n \times n}$ denotes $n$-dimension column vector of zeros. $\mathbf{1}_{n \times 1}$ denotes $n$-dimension row vector of ones.

Define the weighting matrix $\mathbf{W}_i$ as

$$
\mathbf{W}_i = E[\mathbf{e}_i \mathbf{e}_i^T]^{-1} = \text{diag}\left(\left[\frac{1}{d_i^2}, \frac{1}{d_i^2} \mathbf{Q}_q^{-1}\right]\right) 
$$

Then the WLS solution to minimize $\mathbf{e}_i^T \mathbf{W}_i \mathbf{e}_i$ is [14]

$$
\mathbf{d} = (\mathbf{G}_i^T \mathbf{W}_i \mathbf{G}_i)^{-1} \mathbf{G}_i^T \mathbf{W}_i \mathbf{h}_i 
$$
The covariance matrix of $d$ is evaluated using perturbation approach. Putting $h_i = h_i^o + \Delta h_i$ and $G_i = G_i^o + \Delta G_i$ in (12), and noting $h_i^o = G_i^o d^o$, we get:

$$e_i = \Delta h_i - \Delta G_i d^o \quad (18)$$

Let $d = d^o + \Delta d$, multiplying both sides of (17) by $(G_i^o W_i G_i^o)^T$, we arrive:

$$
\begin{align*}
(G_i^o + \Delta G_i)^T W_i(G_i^o + \Delta G_i)(d^o + \Delta d) \\
= (G_i^o + \Delta G_i)^T W_i(h_i^o + \Delta h_i)
\end{align*}
$$

Ignoring the second and higher order perturbation terms, and using (18), the $\Delta d$ and its covariance matrix are:

$$
\begin{align*}
\Delta d &= (G_i^{oT} W_i G_i^o)^{-1} G_i^{oT} W_i e_i \\
\text{cov}(d) &= (G_i^{oT} W_i G_i^o)^{-1} 
\end{align*}
$$

Stage 2 The classical iterative WLS method is used to estimate source position using the estimated distances from stage 1. By given an initial guess $u_g$, the resolving procedure is

$$
\begin{align*}
i = 0, u^{(0)} &= u_g \\
\text{while} \quad \|\Delta u^{(i)}\| > \mu \\
\Delta u^{(i+1)} &= (G_2^{oT} W_2 G_2^o)^{-1} G_2^{oT} W_2 \Delta d^{(i)} \\
u^{(i+1)} &= u^{(i)} + \Delta u^{(i+1)} \\
i &= i + 1
\end{align*}
$$

(21)

where

$$\begin{align*}
\Delta u &= [\Delta x, \Delta y, \Delta z]^T \\
G_2^{(i)} &= \left[\begin{array}{c}
(u^{(i)} - r_1) \\
(u^{(i)} - r_2) \\
\
\vdots \\
(u^{(i)} - r_N)
\end{array}\right]^T \\
\Delta d^{(i)} &= \left[\begin{array}{c}
d_1 - \|u^{(i)} - r_1\| \\
\|u^{(i)} - r_1\| \\
\|u^{(i)} - r_N\|
\end{array}\right]^T \\
W_2 &= (\text{cov}(d))^{-1} = G_1^{oT} W_i G_1^o
\end{align*}
$$

(22-25)

and $\mu$ is the threshold.

When the solution $u^{(i)}$ approaches $u^o$, the estimation noise $\Delta u$ is:

$$\Delta u = (G_2^{oT} W_2 G_2^o)^{-1} G_2^{oT} W_2 \Delta d$$

(26)

Therefore the covariance matrix of the solution is:

$$\text{cov}(u) = \left[ \begin{array}{c}
G_1^{oT} G_1^o \\
G_1^{oT} W_i G_1^o
\end{array} \right]^{-1}$$

(27)

To summarize, the proposed solution consists of (17) and (21). The weighting matrix $W_i$ is given in (16). Note that the weighting matrix $W_i$ involves the true source position because $Q_g$ in (8) depends on $d_i^o$, $i = 1, 2, ..., N$ and $p_r$. For implementation purpose, we shall first set $W_i$ to identity and use (17) to obtain an initial estimate of $d$. We then apply this initial estimate to form $W_i$ and use this approximated $W_i$ to find a better $d$. In the second stage, an initial guess $u_g$ should be given. We choose the first stage rough solution of Ho's algorithm [11] as the starting point of the iteration.
4. CRLB and Source Localization Accuracy

In this section, the CRLB of the source localization problem is derived. And the accuracy of the proposed source localization solution is analyzed.

4.1. CRLB

According to the TDOA and RSS measurement models (4) and (5), as the processing gain \( g_i \) can be determined by calibration, the unknown parameter vector is \( \theta = [u^T, p_T]^T \). When the signal is tracked perfectly, it can be verified that the TDOA measurements \( k \) and received signal amplitude measurements \( a \) are independent of each other, so the logarithm of the probability density function of the measurement vector \( m = [k^T, a^T]^T \) is

\[
\ln f(m; \theta) = c - \frac{1}{2}(k - k^o)^T Q_k^{-1}(k - k^o) - \frac{1}{2}(a - a^o)^T Q_a^{-1}(a - a^o)
\]

where \( c = -\frac{1}{2}\ln \left(2\pi\right)^{N-1} |Q_k||Q_a| \) is a constant. So the CRLB of \( \theta \) is:

\[
\text{CRLB} (\theta) = -E \left[ \frac{\partial^2 \ln f(m; \theta)}{\partial \theta \partial \theta^T} \right]^{-1} = \begin{bmatrix} J_{11} & J_{12} \\ J_{12} & J_{22} \end{bmatrix}^{-1}
\]

where

\[
J_{11} = -E \left[ \frac{\partial^2 \ln f(m; \theta)}{\partial u \partial u^T} \right] = J_{11u} + J_{11a}
\]

\[
J_{11u} = \left( \frac{\partial k^o}{\partial u} \right)^T Q_k \left( \frac{\partial k^o}{\partial u} \right) = G_{uu}^o Q_k G_{uu}^o
\]

\[
J_{11a} = \left( \frac{\partial a^o}{\partial u} \right)^T Q_a \left( \frac{\partial a^o}{\partial u} \right) = \sum_{i=1}^{N} \eta_i \left( u^i - r \right) \left( u^i - r \right)^T
\]

\[
\frac{\partial k^o}{\partial u^o} = G_{uo}^o = \begin{bmatrix}
(u^o - r^o)^T & (u^o - r^o)^T \\
\|u^o - r\| & \|u^o - r\|
\end{bmatrix}
\]

\[
\frac{\partial a^o}{\partial u^o} = G_{ao} = \begin{bmatrix}
(u^o - r^o)^T & (u^o - r^o)^T \\
\|u^o - r\| & \|u^o - r\|
\end{bmatrix}
\]

Using the block matrix inverse lemma [14], we get
\[
CRLB(u^*) = \left( J_{11} - \frac{J_{12}J_{22}^T}{J_{22}} \right)^{-1} \tag{34}
\]

### 4.2. Source Location Accuracy

Putting in the relevant matrices defined in (15), (16) and (23), (27) can be recast as:

\[
\text{cov}(u) = \left[ M_j + M_q \right]^{-1}
\]

\[
M_j = \left( G_{ij} G_{i2}^o \right)^T Q_k^{-1} \left( G_{ij} G_{i2}^o \right)
\]

\[
M_q = \left( \frac{1}{d_{ij}^o} G_{ij}^o G_{i2}^o \right)^T Q_q^{-1} \left( \frac{1}{d_{ij}^o} G_{ij}^o G_{i2}^o \right)
\]

It can be verified that \( G_{ij} G_{i2}^o = G_{ij}^o \), thus:

\[
M_j = J_{11}t = G_{ij}^o Q_k^{-1} G_{ij}^o
\]

Let \( D = (G_{ij}^o G_{i2}^o)/d_{ij}^o \), using the fact that \( q_{ij}^o = d_{ij}^o/d_{ij}^o \), \( D \) can be simplified to a matrix whose \((i-1)\)th row is

\[
D[i-1,:) = \frac{1}{d_{ij}^o} \left[ (u^o - r_{i}^o)^T - \frac{d_{ij}^{o^2}}{d_{ij}^o} (u^o - r_{i}^o)^T \right]
\]

\[(i = 2,...,N) \tag{37}\]

The matrix \( Q_q \) is given in (8), it can be expressed in matrix form as

\[
Q_q = P + \eta \eta^T
\]

\[
P = \text{diag} \left\{ \frac{d_{ij}^{o^2}}{d_{ij}^o \eta_i}, \frac{d_{ij}^{o^2}}{d_{ij}^o \eta_i}, ..., \frac{d_{ij}^{o^2}}{d_{ij}^o \eta_i} \right\}
\]

\[
\eta = \frac{1}{\sqrt{\eta_i}} \left[ \frac{d_{ij}^o}{d_{ij}^o}, \frac{d_{ij}^o}{d_{ij}^o}, ..., \frac{d_{ij}^o}{d_{ij}^o} \right]^T
\]

Invoking the matrix inverse lemma [14] gives

\[
Q_q^{-1} = P^{-1} - KP^{-1} \eta \eta^T P^{-1}
\]

where \( K = 1/(1+n^T P^{-1} n) = \eta_i \frac{\sum_{i=1}^N \eta_i}{\eta_i} \). As a result

\[
M_q = D^T Q_q^{-1} D = D^T P^{-1} D - K D^T P^{-1} \eta \eta^T P^{-1} D
\]

The first term \( D^T P^{-1} D \) is, after substituting (37) and (39)

\[
D^T P^{-1} D = \sum_{i=1}^N \left[ \frac{\eta_i}{d_{ij}^o} \left( (u^o - r_i^o)^T - \frac{d_{ij}^{o^2}}{d_{ij}^o} (u^o - r_i^o)^T \right) \right]
\]

\[
\times \left[ (u^o - r_i^o)^T - \frac{d_{ij}^{o^2}}{d_{ij}^o} (u^o - r_i^o)^T \right] \right]
\]

\[
D^T P^{-1} n = \frac{1}{\sqrt{\eta_i}} \sum_{i=1}^N \frac{\eta_i}{d_{ij}^o} \left[ (u^o - r_i^o)^T - \frac{d_{ij}^{o^2}}{d_{ij}^o} (u^o - r_i^o)^T \right]
\]

\[
D^T P^{-1} n = \frac{1}{\sqrt{\eta_i}} \sum_{i=1}^N \frac{\eta_i}{d_{ij}^o} \left[ (u^o - r_i^o)^T - \frac{d_{ij}^{o^2}}{d_{ij}^o} (u^o - r_i^o)^T \right]
\]
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Now, substituting (43), (44) and \( K \) into (42), after some straightforward simplification, we arrive at

\[
M_{ij} = \sum_{i=1}^{N} \frac{\eta_i}{d_i^2} (u^i - r_j)(u^i - r_j)^T \\
- \frac{1}{\sum_{i=1}^{N}} \sum_{i=1}^{N} \frac{\eta_i \eta_j}{d_i^2 d_j^2} (u_i^* - r_j)(u_i^* - r_j)^T \\
= J_{ij} - J_{ij}^T J_{jj}
\]  

Substituting (36) and (45) into (35), we get

\[
\text{cov}(u) = \left( J_{11} - \frac{J_{12} J_{12}^T}{J_{22}} \right)^{-1}
\]  

It is identical to the CRLB as shown in (34).

**Table 1** Receiver position in the unit of meter

<table>
<thead>
<tr>
<th>receiver no.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_i )</td>
<td>0</td>
<td>50</td>
<td>-50</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( y_i )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-50</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( z_i )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>-50</td>
<td>-50</td>
</tr>
</tbody>
</table>

5. Simulations

In this section we assess the performances of the devised algorithms using Monte Carlo simulations. The number of Monte Carlo runs was 10000 times. The localization system consists of 6 receivers. Their positions are listed in TABLE 1. The spoofing interference source is located at (70m, -122m, 141m), denoted as location A, (141m, 245m, 282m), denoted as location B, in the reference coordinates.

We suppose the spoofed signal was GPS L1CA signal in the simulations. The RSS measurements were generated according to the model (5). The receiver processing gains \( g_i \) were all unity. The thermal noise power spectral density \( N_0 = -204dB-Hz \). The transmitting power \( p_t = 10^{\text{CNR}_{11}} \cdot d_i^2 \cdot \epsilon_{\text{rdt}} \) were independent identical distributed (IID) zero-mean Gaussian random variable with variances \( \sigma_{\text{rdt}}^2 = N_0/T \). The integrating interval \( T \) was 0.02s, which is the navigation data bit period of GPS L1CA signals. The spoofed range measurements were generated according to the model (2). The components \( \tau_i, d_i, \text{ and } d_i \) were all zero, as they will be removed when taking difference. \( \epsilon_{\text{rdt}} \) were IID zero-mean Gaussian random variables. And \( \sigma_{\text{rdt}} = cT \sqrt{(B_s D)/(2\text{CNR}_{11})} \), where \( B_s = 1Hz \) and \( D = 1\text{chip} \).

The simulation results of near-field source located at A are depicted in figure 2. It compares the performance of the proposed algorithm with Ho's [11] in mean-square-error (MSE), which is defined as

\[
\text{MSE}(u) = \frac{1}{N_{\text{sim}}} \sum_{i=1}^{N_{\text{sim}}} \left\| \hat{u}_i - u^* \right\|^2
\]  

where \( N_{\text{sim}} \) denotes the number of Monte Carlo runs. \( \hat{u}_i \) denotes the estimated position of the \( i \)-th trial. The reason, why we choose Ho's solution for comparison, is that it performs better than others provided in [9] and [10]. It can be seen that the accuracy of estimated position is improved by about 5dB for additionally using the RSS measurements. When the received signal is strong, both the
proposed solution and Ho's can achieve their CRLB accuracies respectively. When the received signal is weak, both the solutions deviate from their CRLB accuracies, but the proposed algorithm performs more robust than Ho's.

Figure 2 The position estimation performance versus different CNRs, when the source was located at A.

Figure 3 The position estimation performance versus different CNRs, when the source was located at B.

Figure 3 plots the results of far-field case, which the spoofing source was located at B. Also, the MSE and CRLB of the proposed solution and Ho's were given for comparison. Due to the worsening of geometry relationship between the source and receivers, the CRLB of far-field case reduces 10dB compared with near-field one. And with the decreasing of received CNR, both the solutions are deviating from their CRLB accuracies, which is even worse than the near-field case. However, the proposed solution is more robust than Ho's, as Ho's algorithm can't give an available solution when the received signal is weak.

Figure 4 Convergence speeds for the second stage of proposed algorithm when the source was located at A and B.
Figure 4 depicts the mean and standard deviation of the number of iterations required in the second stage of the proposed algorithm. As shown, the convergence speed depends both on the CNR level as well as on the geometry relationship.

6. Conclusion

A GNSS spoofing interference source localization method is proposed in the paper. The proposed method locates spoofing source using TDOA and RSS measurements, under the assumptions that direct line-of-sight and free space propagation. The estimation accuracy of the proposed method is analyzed. It shows that the proposed solution can achieve CRLB accuracy when SNR is large enough. The theoretic analysis is confirmed by simulation results. In addition, the simulation results illustrate that the proposed method improves the solution accuracy for additionally using RSS measurements and performs more robust than Ho's. However the assumptions that direct line-of-sight and free space propagation may not valid in practical applications. The future work is to extend the proposed algorithm to a more realistic signal model and scenario.
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