Localization of coherently distributed source using a successive propagator method
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Abstract. In this letter, the localization of coherently distributed (CD) is considered. With regard to the direction finding of CD source, the conventional method distributed source parameter estimation (DSPE) can provide stable estimation performance, while it also requires a complex two-dimensional spectral peak search for both nominal direction-of-arrivals (DOAs) and angular spreads. Thus, with rank reduction criterion, we derived a successive propagator method (S-PM) which exploits three decoupled one-dimensional search to replace an extensive one-dimension search to reduce the heavy cost. And the proposed algorithm can avoid the high-complexity eigen-decomposition procedure by using the linear operator-propagator. When compared to the conventional ESPRIT-CD [8], S-PM has a better estimation performance with a low complexity. Several simulation results illustrate the effectiveness and improvements of the proposed algorithm.

1. Introduction

When it comes to the problem of direction-of-arrival (DOA) estimation, many works are generally based on a common hypothesis that the signals are generated from the point source. But when applied in some practical scenarios such as cellular mobile communication [1-3], low elevation radar target tracking, passive sonar systems [4] and radio propagation in tropospheric [5-6] etc., the effects of multipath will lead to a decrease in estimation performance. Hence, the distributed source model is introduced to better apply in the aforementioned scenes.

Many previous literatures have carried out research on the parameter estimation of one-dimensional coherently distributed (CD) source. In [7], a MUSIC-type algorithm called distributed source parameter estimation (DSPE) has superior estimation accuracy but suffers from the extensive two-dimensional search of nominal DOAs and angular spreads. The work in [8] proposed a low complexity algorithm with an unsatisfied estimation performance. And the work in [11] which also needs 2-D search is based on the OPM algorithm [14], which utilizes the propagator to obtain the noise subspace and estimates nominal DOAs and angular spreads through a similar spectrum search like DSPE-CD [7].

In this letter, a successive propagator method (S-PM) algorithm was proposed to further reduce the computational complexity. The estimated nominal DOAs and angular spreads can be easily obtained by searching three decoupled 1-D rather than 2-D DSPE-like spectrum. Thus, S-PM algorithm provides lower complexity when compared to the OPM algorithm in [11]. Moreover, the estimation performance of the proposed one is obviously superior to the ESPRIT-CD [8] algorithm. The remainder of this letter is organized as follows. Section 2 introduces the data model. The S-PM algorithm is proposed in section 3. In section 4, we give the performance analysis. Simulation results are presented in section 5. Conclusion is summarized in section 6.
2. Data model

Assume $K$ narrowband, far-field, uncorrelated CD sources impinging on the array shown in Fig.1. The array is composed of two identical linear subarrays which consist of $M$ omnidirectional sensors with half-wavelength inter-element spacing, and $2M \geq K$. And the constant displacement between two subarrays is $\delta$ and satisfies $\delta \ll \lambda/2$. Hence, the received signal of the two subarrays $X_1$ and $X_2$ can be written in the form of continuous integral

$$
\mathbf{r}_i(t) = \sum_{k=1}^{K} \int_{-\pi/2}^{\pi/2} \mathbf{a}(\theta) s_i(\theta, t; \mathbf{\psi}_i) d\theta + \mathbf{n}_i(t),
$$

$$
\mathbf{r}_j(t) = \sum_{k=1}^{K} \int_{-\pi/2}^{\pi/2} \mathbf{a}(\theta) s_j(\theta, t; \mathbf{\psi}_j) e^{-j2\pi\delta \sin \theta/\lambda} d\theta + \mathbf{n}_j(t),
$$

where $\mathbf{a}(\theta)$ denotes the $M \times 1$ response vector of the array at direction $\theta$; $s_i(\theta, t; \mathbf{\psi}_i)$ denotes the angular signal density of the $i$th CD source; $\mathbf{\psi}_i = \{\theta_i, \sigma_i\}$ denotes the location parameter vector with nominal DOA $\theta_i$ and the angular spread $\sigma_i$ of the $i$th CD source; $\mathbf{n}_i(t)$ and $\mathbf{n}_j(t)$ denote the complex-valued additive zero-mean white Gaussian noise vectors. $\lambda$ is the wavelength, and $t$ is the time index.

For CD source, the angular signal density $s_i(\theta, t; \mathbf{\psi}_i)$ can be expressed as

$$
s_i(\theta, t; \mathbf{\psi}_i) = s_i(t) \rho(\theta; \mathbf{\psi}_i),
$$

where $s_i(t)$ is the complex random signal of the $i$th source and $\rho(\theta; \mathbf{\psi}_i)$ is the deterministic angular density function. Note that the index $i$ in $\rho(\theta; \mathbf{\psi}_i)$ implies different sources may have different angular distribution.

Then we can define

$$
\mathbf{b}_1(\mathbf{\psi}_i) = \int_{-\pi/2}^{\pi/2} \mathbf{a}(\theta) \rho(\theta; \mathbf{\psi}_i) d\theta,
$$

$$
\mathbf{b}_2(\mathbf{\psi}_i) = \int_{-\pi/2}^{\pi/2} \mathbf{a}(\theta) \rho(\theta; \mathbf{\psi}_i) e^{-j2\pi\delta \sin \theta/\lambda} d\theta,
$$

Fig.1 Array structure
where \( \mathbf{b}_1(\psi_i) \) and \( \mathbf{b}_2(\psi_i) \) are the generalized array manifold vectors of the two subarrays \( X_1 \) and \( X_2 \), respectively.

So the received signal of the array can be presented in the form of matrix as

\[
\mathbf{r}(t) = \begin{bmatrix} \mathbf{r}_1(t) \\ \mathbf{r}_2(t) \end{bmatrix} = \begin{bmatrix} \mathbf{B}_1 \\ \mathbf{B}_2 \end{bmatrix} \mathbf{s}(t) + \begin{bmatrix} \mathbf{n}_1(t) \\ \mathbf{n}_2(t) \end{bmatrix},
\]

(6)

where \( \mathbf{B}_1 = [\mathbf{b}_1(\psi_1), \mathbf{b}_1(\psi_2), \ldots, \mathbf{b}_1(\psi_M)] \), \( \mathbf{B}_2 = [\mathbf{b}_2(\psi_1), \mathbf{b}_2(\psi_2), \ldots, \mathbf{b}_2(\psi_N)] \) and \( \mathbf{s}(t) = [s_1(t), s_2(t), \ldots, s_K(t)]^T \).

In the actual implementation of finite snapshots, the estimated covariance matrix \( \hat{\mathbf{R}} \) can be denoted as \( \hat{\mathbf{R}} = \frac{1}{L} \sum_{l=1}^{L} \mathbf{r}(t) \mathbf{r}^H(t) \), where \( L \) is the number of snapshots.

3. The proposed algorithm

3.1 The preliminary estimation via PM algorithm. We can make a common assumption like many previous works [9-10] that the array manifold \( \mathbf{B} \) is of full rank and the \( K \) rows of \( \mathbf{B} \) are linearly independent. Then the other \( (2M-K) \) rows of \( \mathbf{B} \) can be expressed as a linear combination of the former \( K \) rows. Assume that the first \( K \) rows of \( \mathbf{B} \) are linearly independent. Then we partition \( \mathbf{B} \) as

\[
\mathbf{B} = \begin{bmatrix} \mathbf{B}_a \\ \mathbf{B}_b \end{bmatrix} \text{ with } \begin{array}{c} \text{K rows} \\ \text{2M – K rows} \end{array},
\]

(7)

where the nonsingular \( K \times K \) matrix \( \mathbf{B}_a \) denotes the first \( K \) rows of \( \mathbf{B} \) and \( \mathbf{B}_b \) denotes the last \( (2M-K) \) rows of \( \mathbf{B} \).

And there exist a linear operator \( \mathbf{P} \) between \( \mathbf{B}_a \) and \( \mathbf{B}_b \) that satisfies the following relationship

\[
\mathbf{B}_b = \mathbf{PB}_a.
\]

(8)

The propagator \( \mathbf{P} \) can be estimated as [12]

\[
\mathbf{P} = (\hat{\mathbf{R}}_1 \hat{\mathbf{R}}_2^H)^{-1} \hat{\mathbf{R}}_1 \hat{\mathbf{R}}_2^H,
\]

(9)

where \( \hat{\mathbf{R}}_1 \) and \( \hat{\mathbf{R}}_2 \) denote the first \( K \) rows and the remaining rows of \( \hat{\mathbf{R}} \) in (12)

Then define a matrix

\[
\mathbf{Q} = \begin{bmatrix} \mathbf{I}_K \\ \mathbf{P}^H \end{bmatrix}.
\]

(10)

According to (14), (16), (17), it is easy to obtain that [13]

\[
\mathbf{Q} \mathbf{B}_a = \begin{bmatrix} \mathbf{I}_K \\ \mathbf{P}^H \end{bmatrix} \mathbf{B}_a = \mathbf{B}.
\]

(11)

Considering introducing \( \mathbf{Q} \) into the projection operator of the noise subspace, we replace it with its orthogonalized matrix \( \mathbf{U} = \mathbf{Q}(\mathbf{Q}^H \mathbf{Q})^{-1/2} \) and we can also get

\[
\mathbf{U}^H \mathbf{B} = \mathbf{0}
\]

(12)
Then we can utilize \( Q_a \) and \( Q_b \) to denote the first \( M-1 \) rows and the last \( M-1 \) rows of \( Q \), respectively. Then we can get
\[
\begin{bmatrix} Q_a \\ Q_b \end{bmatrix} B_a = \begin{bmatrix} B_c \\ B_d \end{bmatrix} = \begin{bmatrix} B_a \\ B_b \Phi \end{bmatrix},
\]
(13)
where \( B_c \) and \( B_d \) stand for the first \( M-1 \) rows and the last \( M-1 \) rows of \( B \). And there exist the following relationship \( Q' \Phi Q = B \Phi B \).

Then the preliminary estimation of nominal DOAs \( \hat{\theta}_{\text{pre}} = [\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_K] \) could be estimated by performing eigenvalue decomposition on \( \Phi \).

### 3.2 The spectral peak search

We utilize the initial nominal DOAs \( \hat{\theta}_{\text{ini}} = [\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_K] \) to implement the first 1D spectral peak search. The spatial spectrum function is given by
\[
P_1(\hat{\theta}_i, \sigma_i) = \frac{1}{\left\| \mathbf{b}^H(\hat{\theta}_i, \sigma_i)\mathbf{U} \right\|}, \quad i = 1, \ldots, K,
\]
(14)
where \( \mathbf{b}(\hat{\theta}_i, \sigma_i) = [\mathbf{b}_1(\hat{\theta}_i, \sigma_i), \mathbf{b}_2(\hat{\theta}_i, \sigma_i)]^T \) and \( \hat{\theta}_i \in \hat{\theta}_{\text{ini}} \).

By one-dimensional search via \( \sigma_i \), we can obtain the initial estimation of the angular spreads \( \hat{\sigma}_{\text{ini}} = [\hat{\sigma}_{1i}, \hat{\sigma}_{2i}, \ldots, \hat{\sigma}_{Ki}] \).

### 3.3 The second spectral peak search

In this section, we use the estimation of the angular spreads \( \hat{\sigma}_{\text{ini}} = [\hat{\sigma}_{1i}, \hat{\sigma}_{2i}, \ldots, \hat{\sigma}_{Ki}] \) in 3.2 to implement the second 1D search. Then the spatial spectrum function could be expressed as
\[
P_2(\theta_i, \sigma_i) = \frac{1}{\left\| \mathbf{b}^H(\theta_i, \sigma_i)\mathbf{U} \right\|}, \quad i = 1, \ldots, K,
\]
(15)
where \( \mathbf{b}(\theta_i, \sigma_i) = [\mathbf{b}_1(\theta_i, \sigma_i), \mathbf{b}_2(\theta_i, \sigma_i)]^T \) and \( \hat{\sigma}_{ii} \in \hat{\sigma}_{\text{ini}} \).

The second estimation of nominal DOAs \( \hat{\theta}_{\text{sec}} = [\hat{\theta}_{s1}, \hat{\theta}_{s2}, \ldots, \hat{\theta}_{sk}] \) can be obtained by 1D search via \( \theta_i \). The simulation results in section 5 will demonstrate that it is more accurate than the initial estimators.

### 3.4 The third spectral peak search

Based on the aforementioned works, we can utilize the second estimation of nominal DOAs \( \hat{\theta}_{\text{sec}} = [\hat{\theta}_{s1}, \hat{\theta}_{s2}, \ldots, \hat{\theta}_{sk}] \) in 3.3 to implement the third 1D search. The spatial spectrum function can be presented as
\[
P_3(\theta_n, \sigma_n) = \frac{1}{\left\| \mathbf{b}^H(\theta_n, \sigma_n)\mathbf{U} \right\|}, \quad n = 1, \ldots, K,
\]
(16)
where \( \mathbf{b}(\hat{\theta}_n, \sigma_n) = [\mathbf{b}_1(\hat{\theta}_n, \sigma_n), \mathbf{b}_2(\hat{\theta}_n, \sigma_n)]^T \) and \( \hat{\theta}_{si} \in \hat{\theta}_{\text{sec}} \).

By 1D search via \( \sigma_n \), we can obtain the second estimation of the angular spreads \( \hat{\sigma}_{\text{sec}} = [\hat{\sigma}_{s1}, \hat{\sigma}_{s2}, \ldots, \hat{\sigma}_{sk}] \).
4. Simulation results

In this section, we provide several simulation results to demonstrate the estimation performance of the proposed algorithm. And we exploit the root mean squared error as the figure of merit, which is expressed as

\[ \text{RMSE} = \sqrt{\frac{1}{NK} \sum_{n=1}^{N} \sum_{i=1}^{K} (a_{i,n} - \hat{a}_{i,n})^2}, \]  

(17)

where \( N \) is the number of Monte-Carlo runs, \( \hat{a}_{i,n} \) is the estimate of the \( k \)th nominal DOA or angular spread of the \( n \)th Monte-Carlo run and \( a_{i} \) is the perfect value. The signal-to-noise ratio (SNR) is defined as \( \text{SNR} = \rho_i / \sigma_i^2 \), where \( \rho_i = E \{ |v_i(t)|^2 \} \) is the signal power of the \( i \)th CD source.

Unless specifically explained, in all simulations, we set the number of snapshot \( L \) as 500. The times of Monte-Carlo run is 500 on average. The search range of nominal DOAs and angular spreads is \((0^\circ, 60^\circ)\) and \((0^\circ, 10^\circ)\), respectively. And we consider two CD sources of Gaussian distribution with nominal DOAs \( \theta_1 = 10^\circ, \theta_2 = 30^\circ \) and angular spreads \( \sigma_1 = 0.5^\circ, \sigma_2 = 2^\circ \) impinging on the array. The array is composed of two ULAs, where each subarray consist of \( M=10 \) sensors with half-wavelength inter-element spacing. The displacement \( \delta \) between two subarrays is set as \( \lambda / 10 \).

In the first example, the estimation performance comparisons between the proposed algorithm, the ESPRIT-CD [8] and OPM-CD [11] algorithm are presented in Fig.2 (a) and Fig.2 (b). It could be clearly seen that the S-PM algorithm has better performance than ESPRIT-CD [8]. Meanwhile, the proposed algorithm can obtain close accuracy to the OPM-CD [11], which requires 2-D search.

In the second example, the RMSEs of the proposed algorithm versus the number of snapshots are plotted in Fig.3 (a) and Fig.3 (b). With \( L \) increasing, the estimation performance of the S-PM algorithm are getting more precise.

In the third example, we present the RMSEs of the proposed algorithm versus the number of sensors in Fig.4 (a) and Fig.4 (b). It is illustrated that the parameter estimation performance of proposed algorithm is improved with \( M \) increasing due to the diversity gain.

![Fig.2 RMSEs versus SNR of the proposed algorithm, ESPRIT-CD [8] and OPM-CD [11]](image1)

![Fig.3 RMSEs of the proposed algorithm versus different number of snapshots](image2)
5. Summary

In this letter, we proposed a successive PM algorithm for angular parameter estimation of CD source. Our algorithm based on propagator needs no 2-D spectral peak search and eigen-decomposition. So it has an advantage of lower complexity when compared to the OPM-CD [11] algorithm. And, in terms of estimation accuracy, the proposed algorithm outperforms the ESPRIT-CD [8] obviously.
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