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Abstract. This paper proposes an algorithm for mixed near-field and far-field sources localization, using the trilinear decomposition (PARAFAC) model via second-order statistics of the received signal. We construct two second order statistical matrices of the received signal and use PARAFAC model to obtain the parameters of all sources, then according to the definition of distance of near-field source, that we can correctly distinguish the near-field and far-field sources, and we can get the exact parameters estimation of all the sources. This method does not need eigenvalue decomposition of the covariance matrix of the received signal, and does not need to airspace traverse search, so it greatly reduces the computational complexity and automatically matches the parameters, avoiding the parameter matching process. MATLAB simulation results show that this is an effective parameter estimation algorithm for mixed near-field and far-field sources localization.

1. Introduction

Source localization can be classified into far-field source DOA estimation and near-field source localization, according to the range between the sources and the array. In both cases, the wave-fronts of incoming signals are different completely, so that they have different signal models. In the far-field source localization, the wave-front of the incoming signal is assumed to be a plane wave propagating in space [1], so each source is parameterized by only the Direction-Of-Arrival (DOA). Many classical algorithms have been developed to solve this problem, such as the maximum likelihood (ML) method [2-6], the MUSIC method [7-9], and the ESPRIT method [10-12]. But in the near-field sources localization, the signal wave-front is spherical, and both the DOAs and ranges are needed to localize near-field sources. There are a lot of algorithms that have been raised for near-field source localization, for example, the maximum likelihood (ML) method [13], the 2D-music method [14, 15], the second-order statistics method [16, 17], the fourth-order cumulants method [18] and so on.

In many engineering applications, the mixing field contains near-field sources and far-field sources, that is the near-field sources and far-field sources will appear at the same time. At this point, the algorithm is required not only need to distinguish between the near-field and far-field sources, but also to achieve accurate parameters estimation of the sources. There are many algorithms that have been proposed for mixed near-field and far-field sources localization [19-22], but if the algorithm that is necessary to decompose the eigenvalues of the received signal covariance matrix, or need to airspace traverse search, that is too complicated. For the cumulant-based algorithm can avoid spatial traversing the airspace search, thus it greatly reduce the computational complexity. Therefore, we propose an algorithm based on the second-order statistic matrix, this algorithm does not need to decompose eigenvalue of the received signal matrix. It does not need the aerial search process, so the calculation is greatly reduced, and in this paper we use three-linear least squares method, so the
estimated parameters are automatically paired, after MATLAB simulation experiments verify that this is an effective algorithm for mixed near-field and far-field sources localization.

2. Data model

![ULA for mixed source localization](image)

We consider that there are 3 narrowband and independent mixed near-field and far-field sources \((K = 3, K_{nf} = 2, K_{ff} = 1)\), radiated to the ULA, which contains \(2N\) equally spaced omnidirectional sensors, as shown in Fig 1. the intersection of the array is selected as the reference point of the phase. The signals received by the \((i, 0)\)th and \((0, i)\)th sensor in the subarray can be expressed as follows [23],

\[
x_m(t) = \sum_{k=1}^{K} s_k e^{j\tau_{mk}} + n_m(t), -N \leq m \leq N.
\]

Where \(S_k\) is the \(k\)-th \((k = 1, 2, \ldots, K)\) source arrives at the \(m\)-th element received and demodulated baseband signal, \(n_m\) is the additive white noise on the elements. \(\tau_{mk}\) is the signal sent by the \(k\)-th source arrives at the phase difference between the \(m\)-th element and the arrival of the reference element. For the range of near-field sources \(r_k \in [0.62(D^3/\lambda_k)^{1/2}, (2D^2/\lambda_k)]\), According to Fresnel approximation, \(\tau_{mk} \approx \gamma_k m + \phi_k m^2\), Where \(\gamma_k = -2\pi \frac{d \sin \theta_k}{\lambda_k}, \phi_k = \pi \frac{d^2}{\lambda_k r_k^2} \cos^2 \theta_k\), \(\lambda_k\) is wavelength of the \(k\)-th signal, \(\theta_k \in [-\pi / 2, \pi / 2]\). It is can be seen from the above equations, When \(r_k\) tends to infinity, \(\phi_k\) tends to 0. So the above formula can be approximated as,

\[
x_m(t) \approx \sum_{k=1}^{K} S_k e^{j(\gamma_k m + \phi_k m^2)} + n_m(t),
\]

written in the form of matrix,

\[
X(t) = AS(t) + N(t).
\]

While the matrix of receive signal is \(X = [x_{-N}(t), \ldots, x_0(t), \ldots, x_N(t)]^T\), the direction matrix is \(A = [a_{(0,0)}, \ldots, a_{(0,N)}]\), the matrix of source signal is \(S = [s_1(t), \ldots, s_K(t)]^T\), the matrix of noise is \(N = [n_{-N}(t), \ldots, n_0(t), \ldots, n_N(t)]^T\). The superscript \(T\) indicates transpose.

Throughout the rest of the paper, the following hypotheses are assumed to hold.

1. The sources are statistically mutually independent of narrow-band stationary processes with non-zero kurtosis.
2. The noise is zero-mean Gaussian signal and independent of the signals, its variance is \(\sigma^2\).
3. The source parameters are different from each other, \(\phi_i \neq \phi_j\), \(r_i \neq r_j\).
4. The different elements are isotropic, there is no channel inconsistency, mutual coupling and other factors, gain of the space is set to 1.
5. In order to avoid phase blur, the distance between the elements must be met \(d \leq \min(\lambda_k / 4)\).
The range of near-field source $r_k \in [0.62(D^3 / \lambda_k)^{1/2}, (2D^3 / \lambda_k)]$, the far-field source $r_k \to \infty$, $\phi_k \to 0$.

3. Algorithm Description

3.1 Define two second-order statistics matrices. Similar to [24], we defined the second-order statistics matrix $R_1$, $R_2$, for different sensor and time lags, the $(m,n)$-th element of which has the following form,

$$R_1(m,n) = E\{x_{m-n+1}(k)x^*_m(k)\} = \sum_{l=1}^L r_le^{j(\gamma_l+\phi)} e^{j2(m-n)\phi}.$$  \hspace{1cm} (3)

$$R_2(m,n) = E\{x_{m-n}(k)x^*_m(k)\} = \sum_{l=1}^L r_le^{-j(\gamma_l+\phi)} e^{j2(m-n)\phi}.$$  \hspace{1cm} (4)

Where $1 \leq m,n \leq N$, $r_{sk} = E\{x_k(t)x^*_k(t)\}$ is the power of the $l$-th source, which is assumed to be nonzero.

Here we define $\Lambda = \text{diag}\{e^{i\phi}, \ldots, e^{i\phi}\}$, $\Omega = \text{diag}\{e^{j\gamma_1}, \ldots, e^{j\gamma_L}\}$, $\Gamma = \text{diag}\{r_{11}, r_{12}, \ldots, r_{LL}\}$. So the Eq. 3 and Eq. 4 can be written as $R_1 = \Lambda \Gamma \Omega \Lambda^H \in \mathbb{R}^{M \times M}$, $R_2 = \Lambda \Gamma \Omega^{-1} \Lambda^{-1} \Lambda^H \in \mathbb{R}^{M \times M}$, Where $A = [a_{11}, a_{12}, \ldots, a_{LL}]$, it is an equivalent direction matrix [25]. Because of the assumptions $i \neq j$, $\phi_{ij} \neq \phi_{ji}$, $\gamma_{ij} \neq \gamma_{ji}$ and $r_{i} \neq r_{j}$, so $A$ is an equivalent direction matrix with rank $K$.

3.2 Parameter estimation. As one of the methods for fitting PARAFAC model, trilinear alternating least square (TALS) approach [26], Here, we can construct model as follow,

$$R_1 = [X(:,1)]^T A [\Gamma \Omega \Lambda]^H + N.$$  \hspace{1cm} (5)

The superscript $H$ denotes the Hermitian transpose, we define $C = [\Gamma \Omega \Lambda]^T (\Gamma \Omega^{-1} \Lambda^{-1})^T$, and $B = A^H$, the Eq. 5 can be written as follows,

$$Z = [X(:,1)] = [Z_1^T \cdots Z_N^T]^T = A [D_1^T(C) \cdots D_N^T(C)]B + N = (C \odot A)B + N.$$  \hspace{1cm} (6)

Similarly, using the symmetry of the PARAFAC model, we can construct following slice matrices, we can get $X = (A \odot B^T)C^T + N$, $Y = (B^T \odot C)A^T + N$. So, we can get $\hat{\Lambda}^T = [C D_1^T(B^T) \cdots C D_N^T(B^T)]^T [Y_1 \cdots Y_N]^T$, $\hat{B}$, and $\hat{C}$, Where $(\cdot)^*$ Expessed fake inverse, through the above formulas, such an alternating projections-type procedure is iterated for all subsets of parameters until the convergence is achieved. We can get the estimate of the parameters $\hat{A}$, $\hat{B}$ and $\hat{C}$. Then we can get, $\hat{\phi}_k = \frac{1}{2(N-1)} \sum_{l=1}^{N-1} \left\{ \angle \left[ \frac{\hat{A}(i+1,:)}{A(i,:)} \right] \right\}$, $\hat{\gamma}_k = \frac{1}{2} \angle \left[ \frac{C(1,:)}{C(2,:)} \right]$, So the parameter estimation of the sources can be obtained, $\hat{\theta}_k = -\arcsin(\frac{\hat{\gamma}_k \lambda_k}{2\pi d})$, $\hat{\phi}_k = \frac{\pi d^2}{\lambda_k \phi_k} \cos^2 \hat{\theta}_k$.
3.3 Parameter estimation. We can distinguish near-field sources and far-field sources from the parameter estimation of $\hat{r}_k$. If $\hat{r}_k \in [0.62(D^3/\lambda_k)^{1/2}, (2D^3/\lambda_k)]$, the $k$-th sources are near-field sources, or they are far-field sources, while $1 \leq k \leq K$.

$$r_k = \frac{\pi d^2}{\lambda_k \phi_k} \cos^2 \theta_k \begin{cases} \in [0.62(D^3/\lambda_k)^{1/2}, (2D^3/\lambda_k)] , & \text{the } k \text{-th source are near-field source} \\ > (2D^3/\lambda_k), & \text{the } k \text{-th source are far-field source} \end{cases}$$ (7)

3.4 Algorithm steps. We summarize the algorithm steps presented in this paper as follows,

**Step1.** Define the two second-order statistics matrix $R_1$ and $R_2$.

**Step2.** Use the PARAFAC model, get the estimate of the parameters $\hat{A}$, $\hat{B}$ and $\hat{C}$.

**Step3.** Get the parameters $\hat{\theta}_k$ and $\hat{\phi}_k$, then get the parameters estimation of sources $(\hat{\phi}_k, \hat{\theta}_k)$.

**Step4.** Distinguish near-field sources and far-field sources.

4. Simulation Results

Consider there are 2 near-field and 1 far-field narrowband independent sources impinging upon a ULA consists 14 elements, which spacing $d = (\lambda/4)$. Each Monte Carlo simulation experiment runs 500 times independently. The performance of the algorithm is measured by the root mean square error (RMSE) of the estimated parameters, and it is shown in the follow formula, for example,

$$RMSE_{\theta} = \sqrt{\frac{1}{M} \sum_{m=1}^{M} (\hat{\theta}_m - \theta)^2}.$$ (8)

**Simulation 1.** Consider there are 3 sources located at $\{5^\circ, 0.2\lambda\}$, $\{10^\circ, 0.6\lambda\}$, $\{20^\circ, +\infty\}$, The Fig. 2 depicts the scatter plot of the proposed algorithm for 1000 Monte Carlo simulations when the number of elements in array $M=14$, snapshots $J=300$, SNR=20dB. In order to be able to show the angle information of far-field source, the distance of far-field source defined as $1$.

**Simulation 2.** Consider there are three sources located at $\{\theta_1 = 5^\circ, r_1 = 0.2\lambda\}$, $\{\theta_2 = 5^\circ, r_2 = 0.4\lambda\}$, $\{\theta_3 = 30^\circ, r_3 = +\infty\}$, while $M=14$, From Fig. 3, Fig. 4 and Fig. 5. Analysis these figures, we can see that, with the increase in number of snapshots and SNR, the accuracy of parameters estimation both in far-field and near-field are also improving.
5. Conclusion

In this paper, we propose a method for mixed near-field and far-field sources localization, which uses second-order statistics of the received signal, this algorithm does not need to decompose eigenvalue of the received signal matrix. It does not need the aerial search process, so the calculation is greatly reduced. This algorithm can effectively distinguish the near field and far field signal, and the parameters of the source can be estimated directly. After MATLAB simulation experiments verify that this is an effective algorithm for mixed near-field and far-field sources localization.
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