A method of continuous nonlinear gamma correction
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Uneven illumination in image acquisition process often have a serious impact on image processing. For the deficiency of traditional adaptive Gamma correction in the process of light correction, we present a method of continuous nonlinear Gamma correction. The proposed method has effective compensation for the highlights and shadows at same time, and a faster processing speed than other methods. Experiments show that the method can effectively solve the problem of the non-uniform illumination effects, and improve the quality of the image.
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1. Introduction

In image acquisition, object occlusion, shooting angle, light intensity and other reasons often lead to highlight and shadow areas in the image. And the large amount of missing details in the highlight and shadow areas often brings great inconvenience to the follow-up process. Therefore, it is an important research direction in image processing to make illumination compensation on image and enhance the details of the highlight and shadow regions in the preprocessing [1-5]. At present, there is a wide range of research and application of adaptive Gamma correction to compensate the illumination [6-14].

The earliest adaptive Gamma correction method is proposed in [6], it divides gray-scale value of image into three parts: the highlights, the transition and the shadow, and then establishes the nonlinear relationship between gray-scale value and Gamma value respectively. It overcomes the shortcomings of traditional Gamma correction that can’t compensate the illumination on the highlight and shadows at the same time. However, the value of Gamma in this method is not well adapted to the change of illumination and the image distort after correction. In [7] and [8], an improved method is proposed to overcome the shortcomings of [6]. In [7], a nonlinear function is added. In [6], the function is
revised, which improves the Gamma’s adaptability to illumination variations and avoid the distortion of the image after correction. In [8], the second nonlinear function of [7] is replaced, and a parameter is introduced. By changing the parameter values, the highlight, transition and shadow regions of different images are divided reasonably. But it fails to solve the problem of how to adaptively select this parameter.

Recent years, there are three main methods: Local Gamma Correction Method (LGC) [9], Adaptive Gamma Correction with Weighting Distribution (AGCWD) [10], and Adaptive Gamma Correction with Color Preserving Framework (AGCWPF) [11]. The LGC method is similar to the method proposed in [6], it divides the image pixels into three parts: highlight, transition and shadow. And each part adopts different Gamma values, although it meets the requirement of illumination compensation for highlight and shadow regions at the same time, the Gamma value of this method also can’t adapt to the change of illumination. AGCWD establishes the relationship between Gamma value and gray-scale value distribution. Based on AGCWD, AGCWPF introduces histogram equalization. The original image histogram is linearly superimposed with the histogram after equalization as the new gray distribution. Both of the methods improve the contrast of the image, but increase the gray-scale value of all the pixels at the same time, and can’t compensate the highlight regions of the image effectively.

For the shortcomings of the above methods, a continuous nonlinear Gamma correction method is presented in this paper, through the tangent function, it establish the nonlinear relationship between gray-scale value and Gamma value. This method can make the Gamma value adapt well to the change of illumination, and avoid the distortion of the image after correction, and then it only use one nonlinear function which reduces the complexity of the algorithm.

2. Adaptive Gamma Correction

Gamma correction is a commonly used method of gray-scale transformation, for gray-scale image of 0–255, its basic form is shown in equation (1). Where \( x \) is the gray-scale value before Gamma correction, \( y \) is the gray-scale value after Gamma correction.

\[
y = 255 \times \left( \frac{x}{255} \right)^\gamma
\]  

(1)

For different values of \( \gamma \), the relationship of \( x \) and \( y \) is shown in Figure 1, it can be found that,

1) When \( \gamma = 1 \), the corrected gray-scale value is consistent with the gray-scale value before correction;
2) When $\gamma < 1$, the gray-scale value of the corrected image is higher than that before correction, and it increases obviously in the low gray-scale value regions; 3) When $\gamma > 1$, the gray-scale value after correction is smaller than that before correction, and it decreases obviously in high gray-scale value regions.

Fig. 1. The relationship between $y$ and $x$ with different $\gamma$.

If you apply a fixed Gamma value to all the pixels in the image for correction, the whole image will darken or lighten. However, most of the images are non-uniform illumination, it is widespread that some areas are too bright, some are dark, the fixed Gamma value can’t be used to effectively compensate illumination for the shadow and highlight region at the same time.

Therefore, construct a reasonable function to establish the relationship between Gamma value and gray-scale value, that Gamma value is less than 1 in the low gray-scale value regions and higher than 1 in the high gray-scale value regions, can increase the pixel gray-scale value of the image shadow regions, decrease the pixel gray-scale value of highlight regions, therefore, the shadow and the highlight region can be compensated illumination effectively at the same time.

3. Continuous Nonlinear Gamma Correction

Different with the methods in [6] [7] that simply divide gray-scale value into three parts: the highlight, the transition and the shadow, the gray-scale value from low to high is looked as continuous transition from shadow to highlight in this paper. We consider constructing a continuous nonlinear function to establish the relationship between the gray-scale value and the Gamma value, which meet the requirement that the shadow and highlight regions deviated from the median gray-scale value compensated larger illumination and that near the median gray-scale value compensated smaller illumination. That is, the relation curve of Gamma value and gray-scale value has a higher slope at both ends and a smaller slope in the middle position. Therefore, based on the tangent function, the
nonlinear relationship between Gamma value and gray-scale value as described in formula (2) is established in this paper.

$$\gamma(x) = 1 + c \times \tan\left(\frac{x - 128}{s}\pi\right)$$

(2)

Where $x$ is the gray-scale value before correction, $s$ stands for the range of the tangent function angle value, and $c$ stands for the range of the gamma value $\phi(x)$ is defined as follows.

$$\phi(x) = \frac{x - 128}{s}$$

(3)

Taking into account that $\phi(x) \in (-\pi/2, \pi/2)$, that is $[(0 - 128)/s, (255 - 128)/s] \subset (-\pi/2, \pi/2)$, so $s$ need to meet the following requirement, $s \in (256, +\infty)$. when the domain of $\gamma(x)$ meet the requirement that $\gamma(x) \in [1 - a, 1 + a]$, the relationship of $c$ and $s$ is defined as equation (4), where $a < 1$.

$$c = a \times \frac{1}{\tan\left(\frac{128}{s}\pi\right)}$$

(4)

When the range of $\gamma(x)$ is defined as $\gamma(x) \in [0.5, 1.5]$, for the different value of $s$, the relationship of Gamma value and gray-scale value is shown in Figure 2.

![Fig.2. The relationship between Gamma and Gray with different $s$.](image)

It can be found that, for any value of $s$, from the two ends to the middle, the change of Gamma value with the gray-scale value is gradually slowdown from the steep, and the curve is a little steep overall when value $s$ is smaller, but it gradually become smoothly with the increase of value $s$, when $s = 512$, the curve is close to a straight line.

When the range of $\gamma(x)$ is defined as $\gamma(x) \in [0.75, 1.25]$, $\gamma(x) \in [0.5, 1.5]$ and $\gamma(x) \in [0, 2]$ respectively, for the different value of $s$, the relationship of Gray-scale value before and after correction is shown in Figure 3. It can be
found that, with the expansion of the range of $\gamma(x)$, the correction of gray-scale value are more obvious for any value of $s$. But when $\gamma(x)$ out of range, for some $s$, the correction value of low-gray-scale regions deviate from the normal range apparently, and the original information of the image has been lost (shown in figure 3(c) and 3(d)).

Therefore, select the appropriate value of $s$ and $a$ experimentally, control the value of $\phi(x)$ and $\gamma(x)$ within a reasonable range, so that the algorithm proposed in this paper is effective in compensating illumination as well as preserving the effective information of the original image.

![Graphs showing the relationship between before and after with different values of $\gamma(x)$](image)

#### Fig. 3. The Gray relationship between before and after with different values of $\gamma(x)$

(a) $\gamma(x) \in [0.75, 1.25]$; (b) $\gamma(x) \in [0.5, 1.5]$; (c) $\gamma(x) \in [0.25, 1.75]$; (d) $\gamma(x) \in [0, 2]$

### 4. Experiment Results

This paper select the appropriate value of $s$ and $a$ based on information entropy[15, 16], a common indicator of the image clarity, and then make a comparison with other methods. The information entropy is defined as Equation (5), where $p_i$ represents the ratio of the pixels with the gray-scale value of $i$ to the total pixels.

$$E = -\sum_{i=0}^{L-1} p_i \log p_i$$  \hspace{1cm} (5)

In this experiment, the experimental data which has highlight and shadow is selected in the AFW (The Annotated Faces in the Wild Test Set) data set.
Visual comparison of different algorithms: our algorithm (use $s = 365$, $a = 0.4$ as an example), literature [6], literature [7], literature [8], LGC, AGCWD, AGCCPF, on a highlight image is shown as figure 4. It can be found that, the method proposed in this paper and literature [6] [7] can effectively reduce the gray-scale value of the highlight regions, and make the right face of the character relatively clear, the effect of the method in [8] is not very obvious, by contrast, the method of LGCTT, AGCWD and AGCCPF increase the gray-scale value of the highlight regions so that causing the image over exposure.

![Fig. 4. Several kinds of illumination compensation method for specular image processing effect](image1)

(a) original; (b) algorithm proposed in this paper; (c) literature [6]; (d) literature [7]; (e) literature [8]; (f) LGC; (g) AGCWD; (h) AGCCPF

Visual comparison of different algorithms: our algorithm (use $s = 365$, $a = 0.4$ as an example), literature [6], literature [7], literature [8], LGC, AGCWD, AGCCPF, on a shadow image is shown as figure 5. It can be found that, the method proposed in this paper and literature [7] can effectively increase the gray-scale value of the shadow regions, and make the left face of the character relatively clear, the effect of LGC and the method in [6] is not very obvious, and the method of AGCWD and AGCCPF increase the gray-scale value of the shadow regions but causing overexposure in parts of the image.

![Fig. 5. Several kinds of illumination compensation method for shadow image processing effect](image2)

(a) original; (b) algorithm proposed in this paper; (c) literature [6]; (d) literature [7]; (e) literature [8]; (f) LGC; (g) AGCWD; (h) AGCCPF
Table 1. The entropy of the processed specular images by several illumination compensation method

<table>
<thead>
<tr>
<th>Image</th>
<th>Image1</th>
<th>Image2</th>
<th>Image3</th>
<th>Image4</th>
<th>Image5</th>
<th>Image6</th>
<th>Image7</th>
<th>Image8</th>
</tr>
</thead>
<tbody>
<tr>
<td>s = 365, a = 0.4</td>
<td>5.188</td>
<td>5.2042</td>
<td>5.0598</td>
<td>5.1290</td>
<td>5.1495</td>
<td>5.1403</td>
<td>5.1512</td>
<td>5.0225</td>
</tr>
<tr>
<td>s = 384, a = 0.4</td>
<td>5.106</td>
<td>5.2034</td>
<td>5.0606</td>
<td>5.1268</td>
<td>5.1473</td>
<td>5.1350</td>
<td>5.1497</td>
<td>5.0209</td>
</tr>
<tr>
<td>s = 427, a = 0.4</td>
<td>5.1118</td>
<td>5.2052</td>
<td>5.0566</td>
<td>5.1282</td>
<td>5.1495</td>
<td>5.1390</td>
<td>5.1521</td>
<td>5.0191</td>
</tr>
</tbody>
</table>

The information entropy comparison of different algorithms: our algorithm, literature [6], literature [7], literature [8], LGC, AGCWD, AGCCPF, on a highlight image is shown as table 1. It can be found that the information entropy of the image processed by our method is higher than other methods, and in most cases, it has a maximum information entropy when s = 427, a = 0.4.

Table 2. The entropy of the processed shadow images by several illumination compensation method

<table>
<thead>
<tr>
<th>Image</th>
<th>Image1</th>
<th>Image2</th>
<th>Image3</th>
<th>Image4</th>
<th>Image5</th>
<th>Image6</th>
<th>Image7</th>
<th>Image8</th>
</tr>
</thead>
<tbody>
<tr>
<td>s = 365, a = 0.4</td>
<td>5.1456</td>
<td>4.7351</td>
<td>5.0022</td>
<td>4.9934</td>
<td>5.0759</td>
<td>4.7345</td>
<td>4.8173</td>
<td>5.182</td>
</tr>
<tr>
<td>s = 384, a = 0.4</td>
<td>5.1475</td>
<td>4.7033</td>
<td>4.9963</td>
<td>4.9813</td>
<td>5.0732</td>
<td>4.7188</td>
<td>4.7027</td>
<td>5.1793</td>
</tr>
<tr>
<td>s = 427, a = 0.4</td>
<td>5.1607</td>
<td>4.7564</td>
<td>4.9878</td>
<td>5.0166</td>
<td>5.0924</td>
<td>4.7312</td>
<td>4.8212</td>
<td>5.1796</td>
</tr>
<tr>
<td>LGCTT</td>
<td>5.2043</td>
<td>4.6325</td>
<td>5.0225</td>
<td>4.9605</td>
<td>5.1516</td>
<td>4.6355</td>
<td>4.7136</td>
<td>5.201</td>
</tr>
<tr>
<td>AGCWD</td>
<td>5.3842</td>
<td>5.3395</td>
<td>5.3229</td>
<td>5.3942</td>
<td>5.3897</td>
<td>4.9826</td>
<td>5.2155</td>
<td>5.2767</td>
</tr>
<tr>
<td>AGCCPF</td>
<td>5.3487</td>
<td>5.1345</td>
<td>5.1766</td>
<td>5.2707</td>
<td>5.5556</td>
<td>4.8162</td>
<td>5.0306</td>
<td>5.247</td>
</tr>
</tbody>
</table>

The information entropy comparison of different algorithms: our algorithm, literature [6], literature [7], literature [8], LGC, AGCWD, AGCCPF, on a shadow image is shown as table 2. It can be found that the information entropy of the image processed by our method is higher than the methods in [6][7][8], for a few images, it is slightly lower than LGCTT, AGCWD and AGCCPF method, for most image, it is close to LGCTT, AGCWD and AGCCPF method. And in most cases, the method in this paper has a maximum information entropy when s = 427, a = 0.4.

In summary, the algorithm proposed in this paper is superior to the method in [6], [7], [8], LGC, AGCWD and AGCCPF in illumination compensation for highlight images; for shadow images, this algorithm is superior to the method in
[6], [7], [8], but close to the method of LGCTT, AGCWD and AGCCPF, and it has the best effect when $s = 427, a = 0.4$

5. Conclusions

According to the different compensation requirements of the no uniform illumination image in the highlights and shadows, combining the method of [6] and [7], this paper proposes a continuous nonlinear Gamma correction method regarding the gray-scale value from low to high as the continuous transition from shadow to highlight. The theoretical and experimental results show that:

(1) The algorithm proposed in this paper can adapt well to the change of illumination without distortion.

(2) The algorithm proposed in this paper has better compensation effect for the highlight and shadow regions.

But it is limited to improve the image clarity which need to further improve later.
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