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In this article, a new planar array nulling approach which only adjusts the phase of the
side elements was proposed. In this approach, pattern nulling problem was modeled as a
constraint problem and solved by $\varepsilon$-self-adaptive differential evolution algorithm.
Simulation results show that the proposed method successfully design patterns with
preferred nulling level, sidelobe level and stable desired steering direction.
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1.Introduction

The main aim of null steering algorithm is to steer the mainlobe of an antenna
array to the desired direction and place a notch in the interfering signal direction
[1]. Measurements to achieve null steering include adjusting the weights
(excitation amplitude and phase), phase only, amplitude only and controlling the
element position.

For phased array, phase only method is more economic than others in
practical applications[2]. Algorithms such as GA[3] and CVX[4] have already been used in phase only beamforming. In literature [5], the author applied SADE
to the synthesis of rectangular array and illustrated that SADE was better than
DE and PSO in dealing with this problem.

When calibrating each element in an array, the array will achieve ideal
beamforming results. But it is time consuming especially for large arrays. In
order to decrease the complexity, literature [6] suggested that only part of the
elements in the array were used to array adaptive nulling. In [7], the phase and
amplitude excitations of the boundary elements were adjusted to get lower sidelobes.

In this paper, the planar array nulling problem is modeled by a constraint
optimization problem in which only the phase excitations of part of the
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elements in the array were used to array adaptive nulling. In [7], the phase and
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In this paper, the planar array nulling problem is modeled by a constraint
optimization problem in which only the phase excitations of part of the
boundary elements is adjusted while the rest of elements keeping unchanged. Then \(\varepsilon\)-self-adaptive differential evolution is applied to solve the problem. Experiments show that, the proposed method can successfully design patterns with desired nulls, near sidelobe level and steering directions by adjusting only part of the boundary elements’ phases.

2. Problem Definition

Given the weighting vector \(w = [w_1, w_2, \cdots, w_N]\) of an N-element planar array, the array’s amplitude pattern \(AF(\theta, \phi)\) is given by

\[
AF(\theta, \phi) = \left| w^H a(\theta, \phi) \right|
\]

(1)

where \(a(\theta, \phi) = [a_1(\theta, \phi), a_2(\theta, \phi), \cdots, a_N(\theta, \phi)]\) is the steering vector with \(a_n(\theta, \phi) = e^{-j\psi_n(\theta, \phi)}, \quad j = \sqrt{-1}, \quad \psi_n(\theta, \phi) = \frac{2\pi}{\lambda}(x_n \sin \theta \cos \phi + y_n \sin \theta \sin \phi)\) is the propagation phase difference depends on the array plane and \(\lambda\) is the wavelength in free space.

If we adjust the weights of boundary elements, the beam pattern will also be changed which may lead to higher sidelobe levels and changes on the steering direction. In order to eliminate these effects, the pattern nulling problem can be described by the following constraint optimization problem,

\[
\min \max |SLL|
\text{subject to } \max |AF_{\text{null}}| - \delta_n \leq 0 \quad 1
\]

\[
\max |AF_{\text{nearSLL}}| - \delta_s \leq 0 \quad 2
\]

\[
|AF(\theta_n)| - \max |AF| \leq 0 \quad 3
\]

(2)

where SLL is the sidelobe level. The fitness function is to minimize the maximum sidelobe level under Constraint 1, 2 and 3. Constraint 1 and 2 describes the maximum nulls level of array pattern and the maximum near sidelobe level at specified directions no larger than \(\delta_n\) and \(\delta_s\), respectively. The last constraint is to force keeping the mainlobe direction, which is of great importance in beamforming or direction of arrival.

3. \(\varepsilon\)-Self-adaptive Differential Evolution Overview

The DE algorithm is sensitive to the setting of control parameters when considering effectiveness, efficiency and robustness of the algorithm [8]. Better control parameters lead to better individuals and more likely to generate better
offsprings. DE algorithm will convergence faster for adaptive parameters setting than fixed parameters setting [5].

Crossover control parameter (CR) and mutation scale factor (F) are calculated with the following equations,

$$CR_{G+1} = \begin{cases} \text{rand}(0,1) & \text{if } \text{rand}(0,1) \leq \tau_2 \\ CR_{G} & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

$$F_{G+1} = \begin{cases} F_i + \text{rand}(0,1) \cdot F_u & \text{if } \text{rand}(0,1) \leq \tau_1 \\ F_{G} & \text{otherwise} \end{cases}$$  \hspace{1cm} (4)

Where $F_i$, $F_u$, $\tau_1$, and $\tau_2$ are the fixed values and $\tau_1$, $\tau_2$ represents possibilities of controlling of F and CR.

It has been noticed that the performance of DE mainly depends on the mutation strategy. Therefore in order to improve the performance, here combining different mutation strategies,

$$\text{strategy} = \begin{cases} \text{DE / best / 2} & \text{if } (G + i) \mod 5 = 3 \& G > 0.8 \Gamma_{\text{max}} \\ \text{DE / rand / 1} & \text{otherwise} \end{cases}$$  \hspace{1cm} (5)

where ‘mod’ denotes the modulo operation, $G$ and $\Gamma_{\text{max}}$ are the iteration process number and maximum number of iteration respectively. Vector $x_{b,G}$ and $x_{i,G}$ is the best vector and current vector in generation $G$. $\tau_1, \tau_2, d = 1, 2, 3$ present the number generated within the range $[1, \text{NP}]$ and also different from the index $i$.

The selection operation is different from other unconstraint DE algorithm as it has to deal with the constraints. The constraint violence is a useful way to deal with constraint. Here define all constraint violations ($v$) as the sum of all constraints and in the algorithm it will be set to zero when the constraints satisfy the equation. The selecting operation of the algorithm distinguishes between feasible ($v = 0$) and infeasible individuals: any feasible solution is better than any infeasible one.

4. SRG-based Mainlobe Region Determination

To determine the sidelobe region, SRG (Segment Region Growing) method is used to discriminate the boundary between the mainlobe region and the sidelobe region [9]. The basic idea of SRG method is starting at a seed point, and then adds adjacent pixels with similar property from the growth zones, which will be a new starting point until no more new pixel is added.
The peak point of the pattern is chosen as the initial point. Every seed point has to compare with the neighbor point to check its property by a stop criterion

\[ AF_{m,l} - AF_{m+p,l+q} \geq 0 \]  

(6)

where \( (p,q) \in \{-1,0\}, (1,0), (0,-1), (0,1) \) represents the four growing directions. The procedure will not stop until the mainlobe region cannot grow again.

5. Experiment Setup and Results

Consider a 9*9 square planar array with one-half wavelength spaced in both x and y directions as shown in Fig.2, where ‘○’ denotes the main array with Chebyshev weighted and only the ‘●’ elements are adjusted to form nulls in the simulation.

![Fig.1. Geometry of the proposed planar array](image)

As design constraints, we set near sidelobe (zones surrounding the main lobe within 15 degree) level below -18dB and null level no more than -35dB. The population size, \( G_{\text{max}} \), initial \( F \), initial \( CR \), \( F' \), \( F'' \), \( \tau_1 \), and \( \tau_2 \) are chosen as 136, 200, 0.3, 0.3, 0.1, 0.9, 0.1 and 0.1, respectively.

![Fig.2a. -20dB Chebyshev antenna pattern](image)  
![Fig.2b. The SRG results](image)

The main array pattern with -20dB weighted Chebyshev steering at (130, 90) is shown in Fig.2a, and the vacuum in Fig.2b illustrates the mainbeam area of the array pattern segregated by SRG.
Fig. 3a. Antenna pattern when $\varphi = 90^\circ$ with a wide null at $\theta = \{-42 \sim -35\}$

Fig. 3b. Convergence character wide null appearance

Fig. 4. Pattern nulling with a wide null in two planes imposed at $\theta = \{-40 \sim -37\}$ and $\varphi = \{50 \sim 52\}$ respectively.

The Fig. 3 shows the algorithm’s ability and converge performance of creating wide null in the interference direction while keeping the main lobe direction and near sidelobe level under the constraints. The Fig. 4 shows the described planar array can also form nulls in two planes.

6. Conclusion

A constraint optimization method for the planar array null steering using side elements and phase only control has been presented. The excited phases were computed using $\varepsilon$-self-adaptive differential evolution. The simulation results show that the proposed method can effectively form nulls with constraint characteristics. Also the work can be applied to other arrays, such as linear array and circular array with other initial weights (i.e., Uniform, Taylor).
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