Bootstrap LM-lag test for spatial dependence in panel data models
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Abstract. This paper applies bootstrap methods to LM-lag test for spatial dependence in panel data models, and LM-lag test is asymptotic pivotal. The consistencies of LM tests and their bootstrap versions are proved, and then the asymptotic refinements of bootstrap LM tests are obtained. It shows that the first order asymptotic distribution of LM-lag test converges as \( O((NT)^{-1}) \), and the convergence rate of bootstrap LM-lag test is \( O((NT)^{-2}) \). The error made by the bootstrap LM-lag test approximation to the asymptotic distribution is \( O((NT)^{-3/2}) \). Compared to asymptotic distribution of LM-lag test, bootstrap LM-lag test gets asymptotic refinements.

1. Introduction

The bootstrap is a method for estimating the distribution of an estimator or test statistic by resampling one’s data or a model estimated from the data (Horowitz, 2001). So far, bootstrap is widely applied in cross sectional data, time series and panel data. Many scholars investigate the performance of bootstrap methods in terms of simulation analysis, and few provide the corresponding mathematical proof.

In the classical econometrics, the performance of bootstrap methods is derived based on Edgeworth expansion by Beran (1988), Hall (1992), Horowitz (2001), Hall and Horowitz (1996), Cameron and Trivedi (2005), Godfrey (2009). Recently, bootstrap is extensively focused on its applications in spatial econometrics. Lin et al. (2011) investigate the performance of bootstrap Moran's I test for spatial dependence in cross sectional data, and find that bootstrap Moran's I test for spatial dependence is superior to asymptotic Moran's I test in terms of mathematical derivation and Monte Carlo experiments.

Tests for spatial dependence are one of the important essentials in spatial econometric analysis. Both Moran's I and LM tests are usually applied for spatial dependence in cross sectional data and panel data. Many Monte Carlo experiments show that LM tests for spatial dependence have good finite sample properties when the disturbances are normal, however when the disturbances are not normal or with heteroskedasticity, LM tests can have large size distortion and lower power (Anselin et al. (1996), Yang (2015)). So far there are three important and closely associated studies in mathematically derivation. Long et al. (2012) use Edgeworth expansion to prove the validity of bootstrap Moran's I tests for spatial dependence in cross sectional data. Jin and Lee (2015) prove the existence of the Edgeworth expansions for LQ forms with the normal disturbances, and establish an asymptotic expansion of LQ forms based on martingales with no normal disturbances. Yang (2015) find that in finite samples, the LM test referring to asymptotic critical values may suffer from the problems of size distortion and low power, which become worse with a denser spatial weight matrix, and introduces residual-based bootstrap methods to refine asymptotically approximations to the finite sample critical values of the LM statistics. In a word, Edgeworth expansion proposed by Hall (1992) is still the most feasible method that mathematically derives the validity of bootstrap methods. However, all above studies are focused on tests for spatial dependence in cross sectional data. This paper will firstly extend bootstrap LM tests for spatial dependence from cross sectional...
data to panel data, and discuss the performance of bootstrap LM tests for spatial dependence in panel data models with fixed effects. LM tests in this paper include LM-lag test for spatially lagged dependent variable, and LM-error test for spatial residual autocorrelation.

The rest of the paper is organized as follows: Section 2 introduces LM-lag test. Section 3 first provides assumptions, then shows that the bootstrap is consistent for LM tests, and finally proposes the asymptotic refinement of bootstrap LM tests. Section 4 concludes.

2. LM-lag test for spatial dependence

LM tests for spatial dependence in panel data models mainly include LM-lag test, LM-error test. LM-lag and LM-error tests can respectively identify spatial correlation in the error and spatial dependence in the dependent variable. LM-lag test in panel data models is as follows (Elhorst, 2010; Anselin, et al., 2008):

\[ LM_{-lag} = \frac{[e'(I_T \otimes W)Y / \sigma^2]^2}{J} \]

Where \( \otimes \) denotes Kronecker product, \( T_w = \text{trace}((W + W')W) \) is the trace of the matrix \((W + W')W\), \( J = ((I_T \otimes W)X\hat{\beta})'(I_{NT} - X(X'X)^{-1}X')(I_T \otimes W)X\hat{\beta}) / \sigma^2 + TT_w \), \( \sigma^2 = e'e / NT \) denotes the variance of the residuals, \( W \) is a row-standardized exogenous spatial weights matrix, \( T \) is the number of time periods. LM-lag test asymptotically follows the \( \chi^2(1) \) distribution. To conveniently study the performance of bootstrap LM-lag test, in view of related jobs (Burridge, 1980; Yang, 2015), the transformation of equation (1) is the following:

\[ LM_{-lag} = \frac{NT e'(I_T \otimes W)Y}{\sqrt{J} e'e} \]

LM-lag test in equation (2) is asymptotically distributed as \( N(0,1) \).

3. Asymptotic refinements of Bootstrap LM-lag test


3.1 Assumptions

In order to prove the validity of bootstrap LM-lag test in panel data models, we assume the following assumptions:

Assumption 1 \( W \) is a non-negative, non-stochastic and row-normalized spatial weights matrix and fixed through time. Moreover, \( w_{ij} = 0 \) for \( i = 1, \cdots, N \). Finally, the matrix is assumed to be uniformly bounded in row and column sums in absolute value.

Assumption 2 The \( u_{it} (i = 1, \cdots, N; t = 1, \cdots, T) \) errors are identically and independently distributed across \( i \) and \( t \) with zero mean and variance. Moreover \( E|u_{it}|^{1+\eta} < \infty \) for some \( \eta > 0 \).

Assumption 3 The regressor matrix \( X \) has full column rank, and its elements are non-stochastic and uniformly bounded in \( N \) and \( T \).

Assumption 4 \( S_N(\lambda) = I_N - \lambda W \), \( R_N(\lambda) = I_N - \rho W \) and \( Q_N(\theta) = I_N + \theta W \) are invertible for all \( \lambda \in \Lambda \), \( \rho \in \mathbb{P} \) and \( \theta \in H \), where \( \Lambda \), \( \mathbb{P} \) and \( H \) are compact intervals.

Assumption 5 \( \lim_{N \to \infty} \frac{1}{NT} \sum_{i=1}^{T} X_i'X_i \) and \( \lim_{N \to \infty} \frac{1}{NT} \sum_{i=1}^{T} X_i'R_N(\rho)R_N(\rho)X_i \) exists and are nonsingular.
Assumption 6: The disturbance $u_t$ and the independent variable $X_t$ are not correlated.

Assumption 7: $N$ is large, where $T$ can be finite or large.

### 3.2 Consistency

Let $\Phi(x)$ be the cumulative distribution function (CDF) for a standard normal random variable $x$, $F_{NT}(x)$ be the empirical distribution function (EDF) of the residuals. According to Glivenko-Cantelli theorem, as $NT \to \infty$, $F_{NT}(x)$ is almost surely convergence to $\Phi(x)$ owing to $\Phi(x)$ be a continuous function. To define the sample cumulative distribution functions of LM-lag test is as follows, $G_{NT}(x) = P(LM_{NT} \leq x)$, where $LM_{NT}$ denotes LM-lag test in equation (2).

**Theorem 1:** Under assumptions 1-7,

\[
\sup_{x \in R} |G_{NT}(x) - \Phi(x)| = r_{NT} \\
\sup_{x \in R} |G_{NT}^*(x) - \Phi(x)| = r_{NT}^* 
\]

Where $G_{NT}(x) = P(LM_{NT} \leq x)$ is the probability distribution function of bootstrap LM-lag test, $r_{NT} = O((NT)^{-1/2})$. The population moments of $r_{NT}$ is replaced by the corresponding sample moment, and obtains $r_{NT}^*$.

The left of the above first equation is the distance of Kolmogorov-Smirnov of two CDFs, and the right is the convergence rate of the CDF of LM-lag test in finite sample. Its bootstrap version is given in the latter two. The derivation of theorem 1 is similar to Jin and Yu (2015) (Page 298), and then no repeat here. According to Horowitz (2001), Jin and Yu (2015), Yang (2015) and Hall (1992), if all the above four equation are established, the CDFs of bootstrap LM-lag test uniformly converges to that of the corresponding LM-lag test.

According to Horowitz (2001, Page 3166), bootstrap LM-lag test is defined by $\exists \varepsilon > 0$, if

\[
\lim_{NT \to \infty} P[\sup_x |G_{NT}(x) - \Phi(x)| > \varepsilon] = 0 , \text{ bootstrap LM-lag test is consistent.}
\]

**Proposition 1:** Under assumption 1-7, LM-lag test in equation (2) is asymptotically zero mean and 1 variance. Then the CDF $G_{NT}^*(x)$ of bootstrap LM-lag test is a uniformly consistent estimator of its sample cumulative distribution function $G_{NT}(x)$. Bootstrap LM-lag test is consistency.

Mammen (1992) and Horowitz (2001, Page 3167) indicate that given $\{X_i:i = 1, \cdots, N\}$ be a random sample from a population, for a sequence of functions $g_n$ and sequences of numbers $t_n$ and $\sigma_n$, define $\bar{g}_n = n^{-1} \sum_{i=1}^{n} g_n(X_i)$ and $T_n = (\bar{g}_n - t_n) / \sigma_n$. For the bootstrap sample $\{X_i^*:i = 1, \cdots, N\}$, define $\bar{g}_n^* = n^{-1} \sum_{i=1}^{n} g_n(X_i^*)$ and $T_n^* = (\bar{g}_n^* - t_n) / \sigma_n$. Let $G_n(\tau) = P(T_n \leq \tau)$ and $G_n^*(\tau) = P^*(T_n^* \leq \tau)$, where $P^*$ is the probability distribution induced by bootstrap sampling. Then $G_n^*(\tau)$ consistently estimates $G_n$ if and only if $O((NT)^{-2})$.

In this paper, as $N$ tends to large, LM-lag test for spatial dependence in panel data models is asymptotically distributed as $N(0, 1)$. Therefore the sufficient and necessary conditions are satisfied, which the CDF $G_{NT}^*(x)$ of bootstrap LM-lag test consistently converges.

### 3.3 Asymptotic refinements

As we all known, when the statistic is pivotal or asymptotic pivotal, the bootstrap is often more accurate in finite samples than first order asymptotic approximations, that is asymptotic refinements (Horowitz, 2001). LM-lag test is asymptotically distributed as the standard normal distribution, which does not depend on any unknown parameter, and then it is asymptotic pivotal.

**Theorem 2:** Under assumptions 1-7 and Cramer conditions which $\lim_{|t| \to \infty} \sup |X_t(t)| < 1$ is satisfied, the convergence rate of the asymptotic distribution of LM-lag test is $O((NT)^{-1})$, and that of
bootstrap LM-lag test is $O((NT)^{-2})$. Then bootstrap LM-lag test asymptotically obtains refinements, where $\chi_t(t)$ is the characteristic function of LM-lag test.

Due to the limitation of length, to repeat is no more. Because LM-lag test is asymptotic pivotal, the convergence rate of bootstrap LM-lag test is, and its first order asymptotic distribution converges as $O((NT)^{-1})$. The error made by the bootstrap LM-lag test approximation to the asymptotic distribution is $O((NT)^{-3/2})$. Compared to asymptotic LM-lag test, bootstrap LM-lag test gets asymptotic refinements.

4. Conclusion

In this paper, we apply bootstrap methods to LM-lag test for spatial dependence in panel data models. The performance of bootstrap LM-lag test in spatial panel data models is investigated. We establish that the CDFs of bootstrap LM-lag test uniformly converge to that of LM-lag test. It is found that the CDF of bootstrap LM-lag test is a uniformly consistent estimator of its sample cumulative distribution function. In other words, bootstrap LM-lag test is consistent. Furthermore, based on Edgeworth expansion methods, we obtain that the convergence rate of the asymptotic distribution of LM-lag test is $O((NT)^{-1})$, and that of bootstrap LM-lag test is $O((NT)^{-2})$. Obviously, bootstrap LM-lag test obtains asymptotic refinements.
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