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Abstract. A new algorithm based on endpoints of skeleton is presented to efficiently get the number of fish in this paper. Considering the complexity of underwater environment like lack of light, this paper presents an improved adaptive thresholding method to segment the fish image better. In addition, the object of our research is free-swimming fish. The overlapped fish in the image makes the counting result inaccurate often. So after segmentation and morphological processing, this paper adopts image thinning method to extract the skeleton of fish. After that, we get the fish number according to the number of corresponding endpoints in the image. The experimental results show that the method can accurately count the fish population even under high overlapped degree.

Introduction

With the introduction and popularization of the concept of marine ranching, the offshore aquaculture industry has developed rapidly in recent years. The precise counting of the fish stocks provides the basis for the effective management of scientific feeding, sale, transportation, and breeding density control. The traditional counting method uses containers like net bag to sample, which brings lots of disadvantages like low efficiency, limited artificial experience and so on [1]. Since the 80s of the 20th century, a variety of research institutes invented a number of fish counters, which was difficult to apply to the actual production because it can be easily affected by environmental constraints, fish size and other factors. Besides, it is so expensive that few fishermen want to use it in actual production [2].

With the improvement of the computer vision and image processing technology, they are applied to more industries to improve the level of automation of production. At the same time, fish counting method based on image processing is attracting more and more attention due to its high efficiency and accuracy [3]. Some research methods, such as connected area counting, area counting, data fitting [4], curve evolution [5] and neural network [6], did not take the overlapped problem into consideration. So they will not give an accurate number of fish when some fishes get together. In this paper, we propose an algorithm based on endpoints of extracted skeleton, which attenuates the segmented images so that the fish images are refined into some one-pixel wide skeletons. And then the fish population is accurately counted using the number of endpoints.

Experimental Platform

The experimental platform consists of three parts. The whole experiment is carried out in a transparent glass aquarium, the size of the fish tank is 1.2 m x 0.6 m x 0.5 m. The second part is an underwater image acquisition module, which consists of a waterproof camera and an underwater cloud platform. The camera capture the video vertically and we can adjust the bracket to obtain the appropriate focal length. The camera is SHARP 1/4 CCD model, surrounded by a circle of LED compensating underwater light in the dark condition. The third part of the system is the host computer.
The analog video must be converted to digital signal to be saved in the computer. The resolution of all the video in this experience is 640×480. The overall system diagram is shown in Figure 1:

![Figure 1 Experimental Platform](image1)

**Image Preprocessing**

Due to the diversity and complexity of the underwater environment, the underwater images usually suffer from severe noise, which reduces the quality of underwater images and affects the accuracy of image analysis. In order to make the underwater image easier to analyze, we need to carry on appropriate pretreatment to the underwater picture [7].

For the objects to be studied, we only focus on the contour information of the fish in the image. In order to remove redundant information, the author first converted the underwater color image to grayscale image. In the RGB model, if R = G = B, then the color information represents a grayscale color, where the value of R = G = B is called the grayscale value. So every pixel of the grayscale image only need one byte to store the grayscale value (also called intensity value or brightness value) which range from 0 to 255. The author uses the weighted average method to gray the image. Every pixel get its grayscale value according to the formula: \[ f(i, j) = 0.30R(i, j) + 0.59G(i, j) + 0.11B(i, j) \]. Then the median filter is used to remove the noises. The result after one preprocessing operation is satisfactory. The sample grayscale image is as follows:

![Figure 2 Grayscale image](image2)

**Image Segmentation**

Image segmentation is an important step in the analysis of image data, and in all image segmentation algorithms, threshold segmentation has been widely used for a long time for its extreme simplicity and high practicality. For a better view, all the images appear in this article are images that reverse the black and white pixels of original images.
Otsu Method and Related Derivatives

The maximum between-class variance is an important basis for statistical unsupervised clustering in statistical pattern recognition. The image segmentation method based on maximum between-class variance, which is also called Otsu method, is proposed by famous Japanese scholar NOBUYUKI [8]. Among the global thresholding techniques, the Sahoo et al. study [9] concluded that the Otsu method was one of the better threshold selection methods for general real world images with respect to uniformity and shape measures. This method selects threshold values that maximize the between-class variances of the histogram.

Let the pixels of a given image be represented in $L$ gray levels, and let the probability of the occurrence of a pixel with a grayscale $i$ to be approximated by its frequency. The normalized histogram of the image is:

$$H = \{p_0, p_1, \ldots, p_{L-1}\}, \quad \sum_{i=0}^{L-1} p_i = 1.$$  \hspace{1cm} (1)

Now suppose that we dichotomize the pixels into two classes B and O (background and object, or vice versa) by a threshold at level $t$; B denotes pixels with levels $[1, t]$, and O denotes pixels with levels $[t+1, L]$. The probability of background and object is $P_B(t)$ and $P_O(t)$, respectively. The average gray level of the background and object is $\mu_B(t)$ and $\mu_O(t)$, respectively. So the overall average gray level of the image is:

$$\mu = \sum_{i=0}^{L-1} ip_i.$$  \hspace{1cm} (2)

According to the definition of variance, the total variance of levels of this image is:

$$\sigma^2 = E[(i - \mu)^2] = \sum_{i=0}^{L-1} p_i(i - \mu)^2.$$  \hspace{1cm} (3)

Then we can easily find that for a given image, the average gray level $\mu$ and variance $\sigma^2$ are both constant. So they are independent of the threshold discussed here.

The within-class variance of the background class and the object class is defined as:

$$\sigma_B^2 = \frac{1}{P_B(t)} \sum_{i=0}^{t} (i - \mu_B(t))^2 \times p_i.$$  \hspace{1cm} (4)

$$\sigma_O^2 = \frac{1}{P_O(t)} \sum_{i=t+1}^{L-1} (i - \mu_O(t))^2 \times p_i.$$  \hspace{1cm} (5)

Let $\sigma_w^2(t)$ represent the within-class variance, which is defined as:

$$\sigma_w^2(t) = P_B(t)\sigma_B^2 + P_O(t)\sigma_O^2.$$  \hspace{1cm} (6)

Let $\sigma_{OB}^2(t)$ represent the between-class variance, which is defined as:

$$\sigma_{OB}^2(t) = P_O(t)(\mu_B(t) - \mu)^2 + P_B(t)(\mu_O(t) - \mu)^2.$$  \hspace{1cm} (7)

In fact,

$$\sigma_w^2 + \sigma_{OB}^2 = \sum_{i=0}^{L-1} [(i - \mu)^2 + 2i\mu - 2\mu^2] p_i = \sum_{i=0}^{L-1} (i - \mu)^2 p_i = \sigma^2.$$  \hspace{1cm} (8)

Therefore, the total variance of the image is equal to the sum of the within-class variance and between-class variance of the object class and the background class:

$$\sigma^2 = \sigma_w^2 + \sigma_{OB}^2.$$  \hspace{1cm} (9)

Therefore, the threshold selected by Otsu method is a value which maximizes the $\sigma_{OB}^2(t)$. In other words, the formula to select optimal threshold $t^*$ according to Otsu criterion is that:

$$t^* = \text{Arg}_t \max_{0 \leq t \leq L-1} \left(\sigma_{OB}^2(t)\right).$$  \hspace{1cm} (10)
According to the formula (9), we can easily get the equation that \( \sigma_w^2 = \sigma^2 - \sigma_{GB}^2 \). So that equation (10) is equivalent to:

\[
I^* = \text{Arg } \min_{0 < z \leq 1 - L} \left[ P_B(t)\sigma_B^2(t) + P_O(t)\sigma_O^2(t) \right].
\] (11)

Equation (11) shows that maximizing between-class variance and minimizing within-class variance can be equivalent to get the optimal threshold based on OTSU criteria.

However, Hou and other people in the Research Institute of Communications in Singapore have pointed out in document [10] that The Otsu method works well only when the images to be thresholded have clear peaks and valleys—in other words, it works for images whose histograms show clear bimodal or multimodal distributions. In order to overcome the problem that the optimal threshold selected in Otsu always lean to the class with larger variance, a new method based on minimum class variance to select threshold was presented in document [10]. In this document, the minimized objective function is:

\[
I^* = \text{Arg } \min_{0 < z \leq 1 - L} \left[ \sigma_B^2(t) + \sigma_O^2(t) \right].
\] (12)

It has been proved in document [10] that this method can buffer the tendency of the threshold moving to the class with larger variance.

Wu pointed in the document [11] that Otsu is an optimal approximation based on L2-norm. In this paper, an image segmentation method based on L1-norm is proposed, and its optimal threshold is selected by:

\[
I^* = \text{Arg } \min_{0 < z \leq 1 - L} \left[ S_w(t) \right] = \text{Arg } \min_{0 < z \leq 1 - L} \left\{ w_0(t) d_0(t) + w_1(t) d_1(t) \right\}.
\] (13)

Where \( w_0(t) \) and \( w_1(t) \) represent the class probability of the background and object, respectively; \( d_0(t) \) and \( d_1(t) \) represent absolute difference of the background and object, respectively. They are shown as

\[
d_0(t) = \sum_{i=0}^{L-1} p_i \left| i - \mu_0(t) \right|, \quad d_1(t) = \sum_{i=1}^{L-1} p_i \left| i - \mu_1(t) \right|.
\] (14)

An Exponential Improved Algorithm Based on Otsu

Whether the original Otsu method or Hou’s and Wu’s improved method, all of them have some restricted conditions on gray histogram if they want to get a good result. However, the gray histogram of the underwater image is varied due to various factors such as illumination, water turbidity and so on. According to the improvement research of Hou and Wu, we can find that class probability or histogram gray interval is helpful for Otsu method to segment the grayscale image better. Based on all the above research, this paper presents an improved Otsu algorithm which takes both class probability and histogram gray interval into consideration. The criterion function of threshold selection is:

\[
\sigma_w^2(t) = \sum_{i=0}^{L-1} p_i \left[ i - \mu_0(t) \right]^q_1 + \sum_{i=1}^{L-1} p_i \left[ i - \mu_1(t) \right]^q_1.
\] (15)

Where \( \sigma_w^2(t) \) is the absolute within-class difference with exponential parameter. And \( t \) is the best threshold when it minimizes \( \sigma_w^2(t) \). \( q_1 \) and \( q_2 \) are two adjustable parameters, which are used as an index of within-class absolute difference and class probability. As can be seen from the formula, the threshold selection criteria in this paper fully consider the class probability and gray level difference, so that it can adapt to different situations for image segmentation. When \( q_1 \) and \( q_2 \) take some special value, the method presented in this paper is equivalent to the Otsu algorithm, Hou’s method and Wu’s improved method respectively. They are proved as followed:

\( \Phi \) When \( q_1 = 2 \) and \( q_2 = 0 \), formula (15) is transformed into the following cases:
\[
\sigma_n^2(t) = \sum_{i=0}^{L-1} \frac{p_i |i - \mu_B(t)|^2}{P_B(t)} + \sum_{i=1}^{L-1} \frac{p_i |i - \mu_O(t)|^2}{P_O(t)}
\]

\[
= P_B(t) \sum_{i=0}^{L-1} \frac{p_i |i - \mu_B(t)|^2}{P_B(t)} + P_O(t) \sum_{i=1}^{L-1} \frac{p_i |i - \mu_O(t)|^2}{P_O(t)} = P_B(t) \sigma_B^2 + P_O(t) \sigma_O^2 = \sigma_n^2(t). \quad (16)
\]

Compared with formula (6), we know that the method of this paper is equivalent to the original Otsu method at this moment.

○ When \( q_1 = 1 \) and \( q_2 = 0 \), we can also prove that this method is equivalent to the minimum within-class absolute difference method proposed by Wu. The process of derivation is similar to the derivation of the above formula (16), which will not be repeated here.

○ When \( q_1 = 2 \), \( q_2 = 1 \), this method is equivalent to the minimum variance method proposed by Hou.

From the above proof, we find that the original Otsu algorithm, Hou’s minimum variance method and Wu’s minimum within-class absolute difference method are only one of those specific form of method presented in this paper [12]. These three methods have a solid theoretical foundation of mathematical statistics, which also shows the rationality of the method presented in this paper. This method is more adaptive when you adjust the parameters. For the grayscale image in Figure 2, the result using Otsu and method presented in this paper is show as (b) and (c) in figures 3 respectively.

Figure.3 Segmentation result

The figures above show that the original Otsu method is not good enough to process the detail of the images. The Otsu method mistaken a lot of fish tail pixel points as the background points. Nevertheless, the improved method presented in this paper has a better performance. The binary image has some noises because of the impurities in the water. In addition, there are also some black pixels in the fish area and some fish area is split. So we conduct a closed operation (corrosion after expansion) and then a median filter on the binary image [13]. And finally, a very ideal binary image is shown in figure 4.
Skeleton Extraction

This paper is aimed to count the fish precisely. So we are going to thin the fish image in this part to make fish counting easier, which is also called skeleton extraction. The so-called skeleton can be understood as the axis of the image, such as rectangle’s skeleton is the center line of the long direction, circle’s skeleton is its center point [14].

Figure 5 is the object pixel $p_1$ and its 8 neighborhood. Every pixel is either 0 or 1. Our method for extracting the skeleton of a picture consists of removing all the contour points of the picture except those points that belong to the skeleton. In order to preserve the connectivity of the skeleton, we divide each iteration into two subiterations [15].

In the first subiteration, the contour point $p_1$ is deleted from the digital pattern if it satisfies the following conditions:

(a) $2 \leq B(p_1) \leq 6$, (b) $A(p_1) = 1$, (c) $p_2 \ast p_4 \ast p_6 = 0$, (d) $p_4 \ast p_6 \ast p_8 = 0$.

Where $A(p_1)$ is the number of 0→1 patterns in the order set $p_2, p_3, p_4, p_5, p_6, p_7, p_8, p_9$ that are the eight neighbors of $p_1$. $B(p_1)$ is the number of pixels which equals to 1.

In the second subiteration, only conditions (c) and (d) are changed as follows:

(c’) $p_2 \ast p_4 \ast p_8 = 0$, (d’) $p_4 \ast p_6 \ast p_8 = 0$. 
The solution to the set of equation (c) and (d) are $p_4 = 0$ or $p_6 = 0$ or ($p_2 = 0$ & $p_8 = 0$). So the point $p_1$, which has been removed, might be an east or south boundary point or a north-west corner point. Similarly, it can be proved that the point $p_1$ deleted in the second subiteration might be a north-west boundary point or a south-east corner point. By condition (a), the endpoint of a skeleton line are preserved. Also condition (b) prevent the deletion of those points that lie between the endpoints of a skeleton line.

A flowchart of the thinning algorithm is shown in figure 6. The original image is stored in matrix IT and a counter C is set to 0. The result of the processed picture is stored in matrix M. The iteration stops until no points can be deleted. The image of fish skeleton is shown in figure 7.

![Figure 6: Flowchart of the thinning algorithm](image)

**Figure 6 Flowchart of the thinning algorithm**

**Figure 7 Skeleton image**
Fish Counting

When the refinement process is completed, the fish population can then be counted based on the number of skeletal endpoints. And then we process the connected area one by one. The skeleton shape got by the former algorithm is 8-connected. So if there are only one pixel from the eight neighborhood whose value is 1, then we treat this pixel as the endpoint of the skeleton.

After all steps, the number of fish in the connected area is determined by the number of endpoints:
- If there are 2 endpoints in the connected area, and then we believe the number of fish is 1.
- If there are 3 endpoints in the connected area, and then we believe the number of fish is 2.
- If there are 4 endpoints in the connected area, there may be 2 or 3 fish. And then we believe the number of fish is 2.5.
- If there are n (n > 4) endpoints in the connected area, and then we believe the number of fish is n/2+1.

Finally, the number of fish in all connected areas is summed up to get the total number of fish [16].

Conclusion

In order to solve the problem of fish counting, this paper introduces the computer vision technology to improve the automation level. In view of the characteristics of underwater images, a more general adaptive thresholding method is proposed, and the segmentation of fish image is more accurate. Secondly, this paper adopts skeleton extraction method to solve the overlapped-fish problem cleverly. Three typical cases are shown as figure 8. From (a) to (c), more and more fish gather together which makes our result less accurate. We get hundreds of image from the videos, and experiments prove that the average counting error is less than 6%, which is much better than some traditional method like connected area method and so on.

But in the actual production, the underwater environment is much complex. For example, low visibility and lack of light and other issues are the urgent problem to be solved. When the fish density is too large, lots of them attach together. At that time, the result will not be precise as before. In the future work, we plan to conduct more experiments with the simulation of underwater environment.

![Figure 8 Accuracy of counting with different degrees of overlap](image)

(a) 100%  (b) 100%  (c) 92.1%
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