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Abstract. At present, information technology presents exponential growth characteristics, it have entered the era of large data. Data is a strategic resource as important as self-heating resources and human resources, which implied huge economic value. How to effectively organize and deal with large data will play a huge role in the socio-economic development. The graph search and depth learning algorithms play a more and more important role in the processing of large data because of their strong ability of network analysis and feature recognition and classification. In this paper, we propose a parallel optimization method based on locality principle, synchronization cost reduction and load balancing to solve the problem of width-first search. Finally, this paper combines all the methods together, and proposes a width-first search method using heuristic search. The experimental results showed that the width-first search algorithm with parallel optimization has good acceleration effect.

Introduction

Large data refers to a collection of data that can not be managed, acquired, processed, and serviced in a short time by traditional hardware and software tools and computer technology [1-3]. Large data types included unstructured data, structured data and semi-structured data. Unstructured data presents a significant increase in the characteristics of the end of 2015, Internet applications in the proportion of unstructured data accounts for more than 75% of the entire data [4]. At the same time, because of the data explicit or implicit network exists, making the complex relationship between data. Large data age, massive data is rich in information, but the observation of a variety of complex systems to large data, directly reflects the isolated data and scattered connections, but these reflect the relationship between the link is integrated by network [5, 6]. Therefore, the scientific research of large data is essentially the problem of network science. For example, genetic data constitute a network of genes, and Web data reflect social networks, brain science experimental data form neural networks. Many parameters and properties in the network, such as the number of medians, the number of cores, the average path length, the aggregation coefficient and the degree distribution, all have the potential to characterize the power behind the large data network [7].

With the increase of data size, how to improve the execution performance of program and reduce the power consumption has been a hotspot in the research of the background of large data and depth study. In this paper, based on the analysis of the width-first search algorithm, the parallel optimization of the program is carried out on the CPU and FPGA platforms. In addition, for the deep learning algorithm, the hardware development tool chain of the depth learning algorithm is used, the key code is designed in parallel using assembly language, and the corresponding simulator is designed for performance analysis and correctness verification.

1. Graph search parallel optimization

The breadth first search algorithm, also known as breadth first search algorithm, referred to as BFS, is the basis of graph search algorithm [8]. In short, BFS starts at the root node, traverses the tree nodes along the tree width, and terminates if all nodes reachable from the root node are found. This
algorithm is also the prototype of a number of important graph algorithms. Dijkstra single source shortest path and Prim minimum spanning tree algorithm are used and width-first search algorithm similar to the idea.

As shown in Figure 1, the root node number is three. From the root node, it traverses all the neighboring nodes 0, 2, and 4 to obtain the hierarchical relationship (the father node of each node) of each node, and then expand the new nodes 0, 2, 4 respectively. The width-first search algorithm terminates until all nodes reachable from the root node.

![Figure 1. Width-first search process and search tree](image)

The core idea of the width-first search algorithm can be summarized as follows: According to the current layer node, the next layer node is expanded. After the current layer node expands, the current layer and the next node queue are interchanged, and the process is iterated until all the nodes are expanded.

2. **Design of width-first search based on FPGA**

As shown in Figure 2 for the four PE algorithm accelerator structure, algorithm accelerator contains memory, interface unit, processing unit array and interconnect network structure. The structure of the graph to be processed is stored in memory and is used to hold the results of the width-first search algorithm. The graph structure information is stored in an adjacent data structure CSR.
The other memory access request signal continues to be pulled high. When the previous access request is processed, the interface unit module polls the other PE's access request and releases the access right of the access channel. Here each access channel port width is 128bit, that is, each access memory can get 128bit per clock cycle of valid data.

3. Experiments and results

3.1 Load balancing

Know the current level of the node queue CQ, find the next level of the node queue NQ, then the next level of the node queue in the father node in the CQ. This method leads to a lot of computation (memory access operation) are used in the next layer to determine whether the node has a parent node. We know that the graph with N nodes has at least N -1 edges, so reducing the computational complexity has a great effect on the improvement of program performance.

Table 1. The Performance report On BFS from Top to Bottom

<table>
<thead>
<tr>
<th>Layer Count</th>
<th>Current Layer Counts</th>
<th>Edge inspections</th>
<th>Success Counts</th>
<th>Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>32</td>
<td>32</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>32</td>
<td>996</td>
<td>880</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>996</td>
<td>30587</td>
<td>30442</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>30442</td>
<td>981533</td>
<td>925881</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>925881</td>
<td>30105780</td>
<td>13540041</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>13540041</td>
<td>429288441</td>
<td>2817845</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>2817845</td>
<td>87795505</td>
<td>0</td>
</tr>
</tbody>
</table>

As shown in Table 1, the test set is Random undirected graph, factor = 16, scale = 24. For the fifth-level node, it is necessary to determine whether the node connected to it has been extended (the father node has been recorded). A lot of computation and access operations are used to determine whether the point adjacent to the layer node has been expanded. At the end of the test, only 0.6% of these operations succeeded. That is, 99.4% of the neighboring nodes have been extended. These operations are invalid, but increase the cost of program execution.
3.2 Performance comparison

In this paper, the random undirected graph on the FPGA was tested, the test results were shown in Figure 3, the figure in the average node degree of 16. We can see that with the increase of the scale of the graph, the performance of the system is basically the same. By comparison, it can be seen that the 8PE design achieves good performance relative to the 4PE design because the higher the number of PEs, the higher the parallelism of the algorithm and the higher the utilization rate of the bandwidth.

![Figure 3. Relationship between test performance and PE scale](image)

The width-first search algorithm is a hotspot of graph algorithm. In this chapter, the software algorithm is improved to adapt to the hardware design, and the whole computing system is realized based on FPGA. The realization of the process, the use of the message transmission method to achieve the search process layer synchronization, and proposed a variety of optimization methods such as fine-grained parallel, functional segment merging, access to the queue and access and memory and so on.

Summary

In this paper, based on the analysis of the top-down width-first search algorithm based on layer synchronization, a multi-PE is set up in the FPGA to implement the parallel optimization based on the characteristics of the parallel execution thread. In this paper, several optimization methods such as fine-grained parallelism, merging of function segments, memory queuing and access integration are proposed. The experimental results show that the proposed scheme has good scalability and good acceleration effect. In this paper, based on the analysis of the width-first search algorithm, the parallel optimization of the program is carried out on the CPU and FPGA platforms. In addition, for the deep learning algorithm, the hardware development tool chain of the depth learning algorithm is used, the key code is designed in parallel using assembly language, and the corresponding simulator is designed for performance analysis and correctness verification.
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