Fast Parallel Compositon of Dunhuang Murals based on Matrix Tearing
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Abstract-In this paper we have developed a robust scalable hybrid scheme for Fast Parallel composition of Dunhuang murals based on Matrix Tearing. The large cost associated with solution of partitioned linear systems, which is required to perform the matrix–vector multiplication, was avoided by presenting a scheme that requires only the solution of tiny linear systems of the same size as that of the overlap between two partitions. The difficulties associated with the multiple partition approach are resolved by using the reordering.
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I. INTRODUCTION

Gradient-domain techniques are widely used in many applications, such as intrinsic image recovery[1], seamless cloning[2], and gradient domain painting[3]. Most of these methodologies share a common issue: solving the Poisson equation. Taking seamless cloning for example, instead of copying absolute values from the source images into composites, gradient-domain methods typically solve the Poisson equation where the gradients inside the cloned regions come from the source images and the Dirichlet boundary conditions are prescribed by the target images. However, solving the Poisson equation is a computational and memory intensive task, which makes common Poisson methods not suitable for real-time image processing. Besides, when dealing with large scale images, such as mega-pixel images and even gigapixels, this problem will be especially obvious. Various methods are proposed to settle this problem. These methods can be divided into two main categories: the solvers based on reduced space and the solvers based on numerical analysis techniques. The approach described in this paper belongs to the second category.

In the first kind, some algorithm descriptions[4,5] transform full resolution images into reduced spaces, which substantially reduce both memory and computational requirements. In the other kind, we could also classify the methods into two groups: direct solvers and iterative solvers. Pardiso[6], MUMPS[7], and SuperLU[8] belong to the direct methods. Conjugate gradient[9], multigrid method[10], and streaming multigrid solver[11] are the commonly used iterative solvers. However, due to direct solvers’ poor scalability, they are not appropriate for large linear systems, while iterative solvers are not so robust and they usually take a great number of iterations to converge. In this paper, we propose a robust scalable hybrid scheme for Fast Parallel composition of Dunhuang murals based on Matrix Tearing. The large cost associated with solution of partitioned linear systems, which is required to perform the matrix–vector multiplication, was avoided by presenting a scheme that requires only the solution of tiny linear systems of the same size as that of the overlap between two partitions. The difficulties associated with the multiple partition approach are resolved by using the reordering. We have also capitalized on the multilevel parallelism inherent in our scheme combining parallelism across nodes and shared memory within each node.

II. RELATED WORK

A. Gradient-Domain Image Processing

Psychologists have pointed that the human visual system is much more sensitive to local contrast than to slow changes in luminance and chrominance[13]. Retinex theory[14] suggests that humans achieve lightness constancy by perceiving scene lightness only through local luminance ratios at edges. In particular, slow luminance changes may be often superimposed over an image without a noticeable effect. Gradient-domain techniques can take advantages of these properties and are widely used in image processing. Image compositing aims at combining many source images seamlessly into an entire image. It was first demonstrated that we can extract gradients from the sources to form a desired gradient field, and then solve for a new image whose pixel differences best match the desired gradients in least squares sense[2].

This operation has attracted considerable research attention in recent years. This basic method was later extended by Ref[4]. An interactive framework was constructed to generate an entire image by compositing regions of many sources into a photomontage. Another improved edition was later proposed[15], which optimized the boundaries of the cloned regions when selecting the source patches. The gradient-domain compositing method was first used to deal with videos in 2004[16]. A coordinate-based approach[17] was later introduced which performs seamless cloning as well as a number of other related operations in a direct manner instead of solving the Poisson equation. An interactive framework was constructed to generate an entire image by compositing regions of many sources into a photomontage. Another improved edition was later proposed[15], which optimized the boundaries of the copied regions when selecting the source patches. The gradient-domain compositing method was first used to deal with videos in 2004.16 A coordinate-based approach[17] was later introduced which performs seamless cloning as well as a number of other related operations in a direct manner instead of solving the Poisson equation. An error-tolerant gradient-domain compositing method was proposed[18], which is robust to inaccuracies and prevents color bleeding without changing the boundary location. Gradient-domain techniques
are not only used for compositing image regions, however. Various applications can be performed based on gradient domain constraints, ranging from shadow removal[19], intrinsic image recovery[1], high dynamic range (HDR) compression[20], to flash artifact correction[21], alpha matting[22], gradient domain painting[23], reproducing photographic look[23], and image relighting[24].

B. Sparse Matrix Solver

There are two main classes of solvers for sparse linear systems: direct and iterative methods. Pardiso[6,18], MUMPS[7,19], and SuperLU[8] belong to direct methods. Though the direct methods are quite efficient for many applications, they might still be quite costly when matrices are very large. However, direct methods tend to be more robust than iterative ones, and this property makes them more suitable for “black-box” implementations. Commercial software developers appear to avoid implementing iterative solvers whenever possible. Iterative methods mainly consist of classical preconditioned Krylov subspace methods and preconditioned Richardson iterations. Unlike direct solvers, iterative methods (with classical black box preconditioners) are not as robust. This is true even with the most recent advances in creating lower upper (LU)-based preconditioners[20,21]. Approximate inverse preconditioners[22] are known to be more favorable for parallelism. The Spike algorithm[12] is a parallel solver for banded systems that combines direct and iterative methods, and it is one of the first examples of a hybrid linear system solver. In this paper, inspired by the Spike algorithm, we introduce a new parallel hybrid sparse linear system solver that contains both direct and iterative components. We show that our solver can overcome the drawbacks of direct and iterative solvers: it achieves better scalability than with direct solvers and is more robust than with classical preconditioned iterative solvers.

III. ALGORITHM OVERVIEW

In this section, we detail how we accomplish Fast Parallel Compositon of Dunhuang Murals based on Matrix Tearing. We illustrate the main idea of the algorithm using only two overlapped blocks. The generalization to multiple overlapped blocks is straightforward, e.g. see [15]. We are interested in solving linear systems of the form

\[ Mx = b \] (1)

where \( M \in \mathbb{R}^{n \times n} \).

Let us assume that \( A \) has been reordered, for example using reverse CutHill–Mckee[17] or spectral[19–21] reordering schemes, into the overlapped diagonal blocks below

\[
M = \begin{pmatrix}
M_{11} & M_{12} & M_{13} \\
M_{21} & M_{22} & M_{23} \\
M_{31} & M_{32} & M_{33}
\end{pmatrix},
\]

\[
x = \begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix},
\]

\[
b = \begin{pmatrix}
b_1 \\
b_2 \\
b_3
\end{pmatrix}
\]

(2)
\[
x^{(2)}_1 = B^{(2)}_{12} f_1 + B^{(2)}_{11} (\frac{1}{2} f_2 - y)
\]  
(12)

we obtain

\[
r = g - My = x^{(2)}_1 - x^{(1)}_2
\]  
(13)

Consequently, considering an initial guess \( y^{\text{init}} \) to be zero, the initial residual of the iterative solver can be computed as

\[
r^{\text{init}} = g - h^{(2)}_1 - h^{(1)}_2
\]  
(14)

where

\[
\begin{pmatrix}
  h^{(1)}_1 \\
  h^{(1)}_2
\end{pmatrix} = A_1^{-1} \begin{pmatrix}
  b_1 \\
  b_2
\end{pmatrix}
\]  
(15)

and

\[
\begin{pmatrix}
  h^{(2)}_1 \\
  h^{(2)}_2
\end{pmatrix} = A_2^{-1} \begin{pmatrix}
  \frac{1}{2} b_2 \\
  b_3
\end{pmatrix}
\]

Since

\[
Ny = g - r = r^{\text{init}} - r
\]  
(16)

the matrix–vector product can be computed as

\[
Np = \begin{pmatrix}
  y^{(1)}_2 \\
  y^{(2)}_2
\end{pmatrix} - \begin{pmatrix}
  y^{(1)}_1 \\
  y^{(2)}_1
\end{pmatrix}
\]  
(17)

where

\[
\begin{pmatrix}
  y^{(1)}_1 \\
  y^{(1)}_2
\end{pmatrix} = M_1^{-1} \begin{pmatrix}
  0 \\
  p
\end{pmatrix}
\]  
(18)

Hence, in our modified iterative method the initial residual and matrix–vector products are computed using (14) and (17), respectively. Generalization to multiple partitions is straightforward and is outlined in [15].

IV. CONCLUSION

In this paper we have developed a robust scalable hybrid scheme for Fast Parallel composition of Dunhuang murals based on Matrix Tearing. The large cost associated with solution of partitioned linear systems, was avoided by presenting a scheme that requires only the solution of tiny linear systems of the same size as that of the overlap between two partitions. We have also capitalized on the multilevel parallelism inherent in our scheme combining parallelism across nodes and shared memory within each node.
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