An efficient encoding scheme for a new multiple-type museum visitor routing problem with must-see and select-see exhibition rooms
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Abstract

We present a new multiple-type museum visitor routing problem (MT-MVRP) in which a museum’s exhibition rooms are classified into must-see and select-see rooms. A novel encoding scheme is proposed to simultaneously determine the scheduling of rooms for all of the groups and an immune based evolutionary algorithm is developed to solve the MT-MVRP. Additionally, the lower bound of the makespan for the MT-MVRP is derived. The numerical results of the immune based algorithm on three museums in Taiwan are discussed and compared with those by the other approaches.
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1. Introduction

Visiting a museum is a common extracurricular activity; it can also be an educational experience. Browsing the website of a museum, visitors can preview the plot of exhibition rooms and the introduction of exhibits in advance. Additionally, a few of museums have tour guides to show the visitors around the exhibits; during this tour, the origin of the exhibits, as well as other important details, will be discussed with visitors.

Usually, there are two main types of visitors for the museum, namely, individual visitor and group visitor (see Fig. 1). The former visits a museum based upon his/her own interests and may prefer to see some specific exhibits for a longer period of time. However, the latter visits a museum in groups and ignores the individual interests of exhibits. In addition, group visitors have to follow the tour guide to appreciate the exhibits with the same route.

For individual visitors, most of researchers devoted to developing a personalized schedule system without the consideration of congestion or queuing in the museum. The main goal of the personalized schedule system is to arrange a route for an individual visitor, or a group, such that he/she is able to appreciate important or interested exhibits efficiently within a given period of visiting time and his/her satisfaction is maximized. For individual visitors, Le Berre et al.¹ studied a personalized museum routing problem. Based upon the visitor’s preference of exhibits and other requirements, e.g., time restriction, they developed a planning approach to design a personalized schedule such that his/her satisfaction was
maximized.

Based upon various interest functions of artwork objective values, Mathias et al.\(^2\) proposed an integer linear programming and a natural language processing to the schedule optimal route for individual visitors. Lykourentzou et al.\(^3\) classified individual visitors into four animal metaphors, namely, ant, butterfly, fish and grasshopper, and also pointed that smart routing and recommendations can improve the quality of experience of museum for visitors.

For group visitors, to avoid the congestion or queuing in the museum, most of researchers devoted to scheduling the routes for all groups simultaneously. It was usually assumed that the multiple groups were from the same organization (e.g., school or company) and arrived at the museum at the same time by buses. The main goal of the multi-group schedule is to effectively arrange various routes for all multiple groups to avoid the congestion or queuing in the museum and then they can quickly depart from the museum together. For group visitors, Chou and Lin\(^4\) investigated a museum visitor routing problem (MVRP) with multiple groups in which each group had to visit all museum exhibition rooms such that the maximal completion time of the groups (i.e., makespan) was minimized. In 2010, Yu et al.\(^5\) studied a similar MVRP and derived a lower bound for the makespan. They applied a simulated annealing approach with a neighborhood search for solving the MVRP and compared the numerical results with those of the other evolutionary approaches: the conventional simulated annealing approach, genetic algorithm and ant colony optimization approach.

The conventional MVRP, considered in Chou and Lin\(^4\) and Yu et al.\(^5\), assumed that all groups had to visit all exhibition rooms once in a museum. However, since there are several exhibition rooms in a medium or large museum, it is sometimes impossible for each group to visit all of the exhibition rooms before the museum closes. Consequently, visiting all must-see exhibition rooms and some of the select-see exhibition rooms is more practical than visiting all of the exhibition rooms.

In this paper, we focus on the MVRP for group visitors and introduce a new multiple-type MVRP (MT-MVRP), a more generalized MVRP, in which the exhibition rooms in a museum are classified into must-see and select-see exhibition rooms. The must-see exhibition rooms are ones that all groups have to visit, while the select-see exhibition rooms are ones that each group can visit or not visit. If the must-see exhibition rooms and the number of select-see exhibition rooms are given for all of the groups, the MT-MVRP can be used to schedule the sequence of the exhibition rooms, including the must-see and select-see rooms, for all groups, such that the maximal completion time of the groups is minimized. In 2014, Salazar-Aguilar et al.\(^6\) studied a multi-district team orienteering problem for road maintenance in which all tasks were divided into mandatory and optional maintenance activities. They assumed that if an optional task was completed, then a non-negative score was awarded. The objective of their problem was to maximize the total scores for optional tasks with a time restriction. Their concept of mandatory/optional maintenance activity is similar to that of the must-see/select-see exhibition rooms in this paper. However, for the convenience of computation, they assumed that the maximal number of possible routes of maintenance tasks was given. Since this assumption reduced the feasible region of solutions and the solution obtained by their approach was not the best one for the original problem.

In Taiwan, the introduced MT-MVRP is practical for students since they are usually divided into several groups or buses and arrive at the museum at the same time. Due to the time restriction, all groups have to
appreciate all special exhibitions in the museum and visit some of the other general exhibitions assigned by school. Thus, the MT-MVRP aims to simultaneously schedule the routes of the must-see and select-see exhibition rooms for all groups of students, such that they can quickly depart from the museum together.

In addition, the introduced MT-MVRP generalizes the conventional MVRP considered by Chou and Lin⁴ and Yu et al.⁵, whose problem involves must-see exhibition rooms only. Since the conventional MVRP is an NP-hard problem (Yu et al.⁵), the considered MT-MVRP in this paper is also an NP-hard problem. In 2007, Chou and Lin⁴ have showed that the conventional MVRP was similar to the open-shop scheduling problem (OSSP), in which visitors are treated as jobs, exhibition rooms are viewed as machines and the maximal completion time of the groups is the makespan. Additionally, the moving time from one exhibition room to another can be modeled as the sequence dependent setup time of a machine. Therefore, we next survey the various approaches for solving OSSP and MVRP.

Adiri and Aizikowitz⁷ and Fiala⁸ proposed polynomial time algorithms to solve the OSSP with special structures. Because the general OSSP is NP-hard, Brucker et al.⁹ and Dorndorf et al.¹⁰ developed a branch-and-bound approach to obtain the exact solution. However, the branch-and-bound approach is time consuming, especially with large problem sizes. Gueret and Prins¹¹ adopted the concept of the bipartite graph to develop two approximation algorithms to solve the OSSP. Brasel et al.¹² and Liaw¹³ proposed an insertion algorithm and a recursive algorithm, respectively, to solve the OSSP. Additionally, several artificial evolutionary algorithms have also been developed for solving the OSSP. Genetic algorithms were developed by Taillard¹⁴, Fang et al.¹⁵, and Prins¹⁶. A simulated annealing approach was used by Liaw¹⁷. The Tabu search approach was used by Alcaide et al.¹⁸ and Liaw¹⁹. Panahi and Tavakkoli-Moghaddam²⁰ proposed a hybrid ant colony optimization approach for a multi-objective OSSP. For the conventional MVRP, Chou and Lin⁴ and Yu et al.⁵ proposed a simulated annealing approach to solve it; a neighborhood approach was then adopted to improve the solution. In this method, the sequence of 1 to (no. of rooms) × (no. of groups) is used to represent a feasible solution for scheduling the groups.

In this paper, we investigate a new MT-MVRP in which each group has to visit all must-see exhibition rooms and a given number of select-see exhibition rooms. The properties and the lower bound of the makespan for the MT-MVRP are also derived. A novel encoding scheme is presented to simultaneously determine the scheduling of the must-see and select-see exhibition rooms for all of the groups. Note that this encoding scheme can be embedded in most of evolutionary algorithms such as genetic algorithm (GA), particle swarm optimization (PSO) and immune based algorithm (IA). Due to numerous reports of successful applications of IA, e.g. Huang²¹ and Hsieh and You²², we adopt IA as our solution approach in this paper. Additionally, to further analyze the effectiveness of the adopted IA, we also use the other well-known evolutionary algorithms, GA and PSO, to solve. Numerical results of IA on three museums in Taiwan are discussed and compared with those by GA and PSO.

The rest of this paper is organized as follows. In Section 2, the notations, assumptions, and mathematical properties and the lower bound of the makespan for the MT-MVRP in this section. In Section 3, the new encoding scheme for simultaneously determining the scheduling of the must-see and select-see exhibition rooms for all of the groups is presented. A simple example is also illustrated. The numerical results on three museums in Taiwan are reported and discussed in Section 4. Finally, the conclusions are summarized in Section 5.

2. A New Multiple-Type Museum Visitor Routing Problem (MT-MVRP)

2.1. Notation

Parameters

\[ n \text{ the number of groups.} \]
\[ M \text{ the number of nodes in the museum in which nodes 1, 2, \ldots, M-2 denote exhibition rooms 1, 2, \ldots, M-2; nodes M-1 and M denote the exit and the entrance, respectively.} \]
\[ i \text{ the index for group, } 1 \leq i \leq n. \]
\[ k \text{ the index for exhibition room, } 1 \leq k \leq M; \text{ k=M-1 denotes the exit and k=M denotes the entrance.} \]
\[ m_i \text{ the number of must-see exhibition rooms for groups. For simplicity, assume that exhibition rooms 1, 2, \ldots, } m_i \text{ are must-see exhibition rooms.} \]
the number of select-see exhibition rooms for groups.
\( M_1 = \{1, 2, \ldots, m_1 \} \), the set of must-see exhibition rooms for groups.
\( M_2 = \{m_1+1, m_1+2, \ldots, M-2 \} \), the candidate set of select-see exhibition rooms for groups.
\( v_{ik} \) the time required to visit exhibition room \( k \) for group \( i \), \( 1 \leq i \leq n, 1 \leq k \leq M \).
\( m_{ik} \) the time required to move from exhibition room \( h \) to exhibition room \( k \), \( 1 \leq h \leq M, 1 \leq k \leq M, h \neq k \).
\( B \) a big positive number.

**Decision variables**

\( x_{ijk} \) if group \( i \) visits exhibition room \( k \) before group \( j \) then \( x_{ijk} = 1 \), otherwise \( x_{ijk} = 0 \), \( 1 \leq i \leq n, 1 \leq j \leq n, i \neq j \), \( 1 \leq k \leq M \).
\( y_{ik} \) if group \( i \) visits exhibition room \( k \) before exhibition room \( j \) then \( y_{ik} = 1 \), otherwise \( y_{ik} = 0 \), \( 1 \leq i \leq n, 1 \leq k \leq M, 1 \leq h \leq M \).
\( u_{ik} \) if group \( i \) visits exhibition room \( k \) then \( u_{ik} = 1 \), otherwise \( u_{ik} = 0 \), \( 1 \leq i \leq n, 1 \leq k \leq M \).
\( c_{ik} \) the completion time to visit exhibition room \( k \) for group \( i \), \( 1 \leq i \leq n, 1 \leq k \leq M \). \( k=M-1 \) denotes the exit and \( k=M \) denotes the entrance.

### 2.2. Assumption

(a) There are \( n \) groups that will visit \( M-2 \) exhibition rooms. Note that node \( M-1 \) denotes the exit and node \( M \) denotes the entrance.

(b) Group \( i \) has to visit \( m_1+m_2 \) exhibition rooms, where \( m_1 \) is the number of must-see exhibition rooms and \( m_2 \) is the number of select-see exhibition rooms. Note that, for a MT-MVRP, \( m_1 \) and \( m_2 \) are given.

(c) There are no restrictions on the routing sequence of the exhibition rooms for all of the groups.

(d) Each exhibition room can only contain one group at a time, i.e., one tour guide in an exhibition room.

(e) The visit of a group in each exhibition room cannot be interrupted.

(f) MT-MVRP aims to simultaneously: (i) choose the \( m_2 \) select-see exhibition rooms from \( M_2 \) for each group, and (ii) determine the routing sequence of the exhibition rooms, including the must-see and select-see rooms, such that the maximal completion time of the groups is minimized.

### 2.3. Mathematical programming model

\[
\text{Min} \quad \text{Max}_{s \in S} c_{s,M-1} \quad (1)
\]

\[
\begin{align*}
\text{st} \quad c_{ik} - v_{ik} - m_{ik} + (1-y_{ik})B \\
\geq c_{ik} + (u_{ik}-1)B + (u_{ik}-1)B \\
1 \leq i \leq n, 1 \leq k \leq M-3, h+1 \leq k \leq M-2 \quad (2)
\end{align*}
\]

\[
\begin{align*}
c_{ik} - c_{jk} + (1-x_{ijk})B \geq v_{ik} + (u_{ik}-1)B + (u_{ik}-1)B \quad (3) \\
1 \leq i \leq n-1, j \neq i, 1 \leq j \leq M-2
\end{align*}
\]

\[
\begin{align*}
c_{ik} - c_{jk} + x_{ijk}B \geq v_{ik} + (u_{ik}-1)B + (u_{ik}-1)B \quad (4) \\
1 \leq i \leq n-1, j \neq i, 1 \leq k \leq M-2
\end{align*}
\]

\[
\begin{align*}
c_{ik} + x_{ik}B \geq m_{ik} + (u_{ik}-1)B, 1 \leq i \leq n, 1 \leq k \leq M-2 \quad (5) \\
c_{i,M-1} \geq c_{ik} + m_{k+1} + (u_{k+1}-1)B, 1 \leq i \leq n, 1 \leq k \leq M-2 \quad (6) \\
u_{ik} = 1, 1 \leq i \leq n, 1 \leq k \leq M \quad (7)
\end{align*}
\]

\[
\sum_{k=1}^{M-2} u_{ik} = m_1, 1 \leq i \leq n \quad (9)
\]

The objective function (1) aims to minimize the maximal completion time of the groups. Constraints (2) and (3) restrict that each group can visit one exhibition room at a time. Constraints (4) and (5) confine that each exhibition room can only contain one group at a time. Constraints (6) and (7) compute the completion time of group \( i \) by adding the moving time. Constraint (8) confines that all must-see rooms have to be visited for each group. Constraint (9) limits the number of select-see rooms for each group. Constraints (10) and (11) confine that if a room is not visited, then its corresponding \( x_{ijk} \), \( y_{ik} \), \( c_{ik} \) and \( v_{ik} \) must be zero. Constraints (12) and (13) confine that each group must enter and leave from the museum. Constraints (14) to (16) are the ranges for decision variables.

Note that, in (1) to (16), we have to determine \( x_{ijk} \), \( y_{ik} \) and \( u_{ik} \) which involve the selection of the select-see exhibition rooms for each group and the routing sequence of the exhibition rooms for all of the groups; as such, it is a combination and permutation problem. Consequently, the new introduced MT-MVRP involves both the combination problem and the permutation problem.

### 2.4. Properties and the lower bound of MT-MVRP

The properties and the lower-bound of makespan for the MT-MVRP are shown below.

**Lemma 2.1** The considered MT-MVRP generalizes the conventional MVRP.
Proof. If all select-see exhibition rooms are required to visit, i.e., \( m_2 = |M_2| \), then each group has to visit all of the exhibition rooms. As such, the considered MT-MVRP leads to the conventional MVRP.

Lemma 2.2 The considered MT-MVRP generalizes the conventional OSSP.

Proof. If (i) all select-see exhibition rooms are required to visit, i.e., \( m_2 = |M_2| \), then each group has to visit all of the exhibition rooms, and (ii) the exhibition rooms are viewed as machines and the visitors are treated as jobs, then the considered MT-MVRP leads to the conventional OSSP.

Definition 2.3 An exhibition room \( k \) is called as a dominated room if \( v_{ik} \geq v_{ik'} \) for all \( 1 \leq i \leq n \), \( 1 \leq k \leq M-2 \), \( k \neq k' \).

Lemma 2.4 If there exists a dominated must-see exhibition room \( k \in M_1 \), then \( LB = \sum_{i=1}^{n} v_{ik} + \min_{\substack{k \in M_1 \setminus \{1\}\cup\{M-2\}}} m_{2,k-1} + \min_{\substack{k \in M_1 \setminus \{1\}\cup\{M-2\}}} m_{2,k} \) is a lower bound for the makespan of MT-MVRP.

Proof. If there exists a dominated must-see exhibition room \( k \in M_1 \), then \( v_{ik} \geq v_{ik'} \) for all \( 1 \leq i \leq n \), \( 1 \leq k \leq M-2 \), \( k \neq k' \). Since exhibition room \( k \) is a must-see room, all groups have to visit this room. The lower bound of the total visiting time for all of the groups is \( \sum_{i=1}^{n} v_{ik} \). Since \( \min_{\substack{k \in M_1 \setminus \{1\}\cup\{M-2\}}} m_{2,k-1} \) and \( \min_{\substack{k \in M_1 \setminus \{1\}\cup\{M-2\}}} m_{2,k} \) are the lower bounds of the moving time from the entrance and exit, \( LB = \sum_{i=1}^{n} v_{ik} + \min_{\substack{k \in M_1 \setminus \{1\}\cup\{M-2\}}} m_{2,k-1} + \min_{\substack{k \in M_1 \setminus \{1\}\cup\{M-2\}}} m_{2,k} \) is a lower bound for the makespan.

Theorem 2.5 If there exists a scheduling with makespan \( \max_{\substack{i \in G}} c_{i,1} = LB \), then the scheduling is globally optimal.

Proof. The proof is straightforward by Lemma 2.4 and omitted.

3. Methodology

3.1. Immune based evolutionary algorithm

In this section, we present an immune based approach for the MT-MVRP. To shorten the paragraph of this paper, we refer to Huang21 and Weissman and Cooper23 for the details of the immune system and its mechanism. The primary steps of the proposed immune based algorithm (IA) are similar to those of Hsieh and You22 and Hsieh and You24.

The steps are as follows:
Step 1. Randomly generate an initial population of strings; each string is a random permutation of 1, 2, ..., \( I \), where \( I = (m_1 + m_2) \times n \) is the total number of exhibition rooms visited for all groups.
Step 2. Evaluate the makespan for each string in the current population.
Step 3. Select the best \( g \) strings with the best makespan.
Step 4. Clone the best \( g \) strings selected in Step 3 by using the genetic operation process, i.e., crossover and mutation (Michalewicz25).
Step 5. Calculate the new makespan for the new strings from Step 4. Select the superior strings in the memory set and update the memory set with the superior strings. Note that the strings with too similar structures will be eliminated.
Step 6. Check the stopping criterion of the maximum generations. If not stop, go to Step 2, otherwise go to the next step.
Step 7. Stop. Report the optimal or near optimal solution(s) from the memory set.

3.2. New encoding scheme

We now present the main steps of the novel encoding scheme for the sequence of the exhibition rooms for all groups. In the encoding scheme, we convert a random permutation of 1, 2, ..., \( I \) to represent a feasible routing sequence of exhibition rooms for all groups, where \( I = (m_1 + m_2) \times n \) is the total number of exhibition rooms visited for all groups.

The main steps of the new encoding scheme are as follows. Note that, in the steps, \( R \) is the index for rooms.
Step 0. \( R = \emptyset \), given \( n, m_1, m_2, M_1, M_2 \).
Step 1. Generate a random permutation of 1 to \( I \), termed \( T \), where \( I = \) the total number of exhibition rooms visited for all groups, including the must-see and select-see exhibition rooms.
Step 2. Based upon the total number of exhibition rooms for each group, divide \( T \) into \( 2n \) groups with \( T = (T_{i1} \cup T_{i2}) \cup ... \cup (T_{i1} \cup T_{i2}) \cup ... \cup (T_{n1} \cup T_{n2}) \).
Step 3. Construct a table as Table 1. For each \( i \), \( 1 \leq i \leq n \), execute the following steps in (a) and (b).
Additionally, all groups have to visit two select-see rooms. Step 1. Since each group has to visit 4 rooms, Step 3.

\[ \text{Step 3. Follow the sequence of } T, \text{ from } 1, \text{ to } I, \text{ and its corresponding value in } R \text{ to construct the routes for all groups.} \]

### 3.3. Example

Assume that there are five groups that will visit five exhibition rooms in a museum. Suppose that exhibition rooms 1 and 2 are must-see rooms for all of the groups. Additionally, all groups have to visit two select-see exhibition rooms from rooms 3, 4 and 5. That is, \( n=5, M_1=[1,2], M_2=[3,4,5], |M_2|=3, m_1=m_2=2, \) and the step by step process of the encoding procedure for this example is shown below.

**Step 0.** \( R=\phi, M_1=[1,2], M_2=[3,4,5], m_1=m_2=2, 1\leq i \leq 5. \) Step 1. Since each group has to visit 4 rooms, \( I=20(=4\times5). \) Suppose that \( T=12-5-16-19-20-17-18-20-14-15-16-17-18-9-15-14-2-10-8-13-6-1-7 \) is a random permutation of 1 to 20.

**Step 2.** As shown in Table 1, divide \( T \) into 2\( n=10 \) groups with \( T=(T_{11} \cup T_{12}) \cup \ldots \cup (T_{51} \cup T_{52}), \) where \( T_{11}=[12,5], T_{12}=[16,19], \ldots, T_{51}=[18,20], T_{52}=[17]. \)

<table>
<thead>
<tr>
<th>Group(G)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Room</strong>-<strong>type</strong></td>
<td>M-see</td>
<td>S-see</td>
<td>M-see</td>
<td>S-see</td>
<td>M-see</td>
</tr>
<tr>
<td><strong>Index</strong></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
</tr>
<tr>
<td><strong>R</strong></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td><strong>T</strong></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

**Note:** M-see=must-see, S-see=Select-see

(a)(i) \( p=0, S_1=M_1. \)

(ii) Let \( w=\max(T_1). \) Add the \{\( w \text{ mod } (m_1-p) +1 \}\th number in set \( S_1 \) to its corresponding location in \( R; \) delete it from set \( S_1. \) That is, \( R(\text{index})=\{w \text{ mod } (m_1-p) +1\} \) in \( S_1. \)

(iii) Delete \( w \) from \( T_1. \) Let \( p=p+1 \) and repeat (ii) until \( T_1=\phi. \)

(b)(i) \( p=0, S_2=M_2. \)

(ii) Let \( w=\max(T_2). \) Add the \{\( w \text{ mod } (|M_2|+p) +1 \}\th number in set \( S_2 \) to its corresponding location in \( R; \) delete it from set \( S_2. \) That is, \( R(\text{index})=\{w \text{ mod } (|M_2|+p) +1\} \) in \( S_2. \)

(iii) Delete \( w \) from \( T_2. \) Let \( p=p+1 \) and repeat (ii) until \( T_2=\phi. \)

Step 4. Follow the sequence of \( T, \) from 1, to \( I, \) and its corresponding value in \( R \) to construct the routes for all groups.
Fig. 2. Yunlin Palm Puppets Museum, Yunlin, Taiwan (Problem 1)

Fig. 3. National Museum of History, Taipei, Taiwan (Problem 2)
Fig. 4. Chung Tai Museum, Nantou, Taiwan (Problem 3)

Table 2. Visiting time and moving time for groups in Yunlin Palm Puppets Museum (Problem 1)

<table>
<thead>
<tr>
<th>Visiting time (min)</th>
<th>Room 1</th>
<th>Room 2</th>
<th>Room 3</th>
<th>Room 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>16.5</td>
<td>15.1</td>
<td>30.1</td>
<td>27.5</td>
</tr>
<tr>
<td>Group 2</td>
<td>16.3</td>
<td>15.8</td>
<td>31.1</td>
<td>27.5</td>
</tr>
<tr>
<td>Group 3</td>
<td>17.6</td>
<td>16.5</td>
<td>30.3</td>
<td>28.0</td>
</tr>
<tr>
<td>Group 4</td>
<td>16.9</td>
<td>16.2</td>
<td>32.8</td>
<td>29.0</td>
</tr>
<tr>
<td>Group 5</td>
<td>17.3</td>
<td>16.4</td>
<td>32.8</td>
<td>28.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Moving time (min)</th>
<th>Room 1</th>
<th>Room 2</th>
<th>Room 3</th>
<th>Room 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room 1</td>
<td>--</td>
<td>0.4</td>
<td>1.4</td>
<td>1.6</td>
</tr>
<tr>
<td>Room 2</td>
<td>0.4</td>
<td>--</td>
<td>1.4</td>
<td>1.6</td>
</tr>
<tr>
<td>Room 3</td>
<td>1.4</td>
<td>1.4</td>
<td>--</td>
<td>1.0</td>
</tr>
<tr>
<td>Room 4</td>
<td>1.6</td>
<td>1.6</td>
<td>1.0</td>
<td>--</td>
</tr>
<tr>
<td>Entrance</td>
<td>0.6</td>
<td>0.6</td>
<td>1.6</td>
<td>1.8</td>
</tr>
<tr>
<td>Exit</td>
<td>0.6</td>
<td>0.6</td>
<td>1.6</td>
<td>1.8</td>
</tr>
</tbody>
</table>
Step 4: The completed sequence $R$ for this example is shown in Table 1. Following the sequence of $T$ from 1 to 20, we may construct the following routing sequence of rooms with the use of $G$ and $R$ in Table 1. Note that this routing sequence of rooms can be further used to construct Gantt chart for all groups.

The assignment of routing sequence:

$$G_1(5) \rightarrow G_2(3) \rightarrow G_2(2) \rightarrow G_2(1) \rightarrow G_2(4) \rightarrow G_4(1) \rightarrow G_1(4) \rightarrow G_1(5) \rightarrow G_4(2) \rightarrow G_1(3) \rightarrow G_4(3) \rightarrow G_2(2) \rightarrow G_4(5) \rightarrow G_1(1) \rightarrow G_4(2) \rightarrow G_1(3) \rightarrow G_4(3) \rightarrow G_2(2) \rightarrow G_1(4) \rightarrow G_5(1)$$

where $G_i(k)$ denotes that group $i$ visits exhibition room $k$. That is, in the Gantt chart, we assign Group 5 to visit exhibition room 5 firstly; we then assign Group 3 to visit exhibition room 2 secondly, and so on. Note that in this example, Group 1 visits rooms 2, 1, 3, 4 (in this order).
Group 2 visits rooms 2, 1, 4, 5, Group 3 visits rooms 3, 4, 1, 2, Group 4 visits rooms 3, 1, 2, 5, and Group 5 visits rooms 5, 4, 2, 1. However, the random sequence $T$ in Table 1 shows that no two groups will visit a room at the same time. For example, Groups 3 and 4 will visit room 3, but $G_3(3)$ is the 2nd task to assign and $G_4(3)$ is the 6th task to assign in $T$. In other words, Group 3 visits room 3 before Group 4 does.

4. Numerical Results and Discussions

4.1. Test problems and experimental results

In this paper, based upon the new encoding scheme, we develop an immune evolutionary algorithm for solving the instances of three museums in Taiwan (i.e., Yunlin Palm Puppets Museum, National Museum of History, and Chung Tai Museum). The plot plans and the moving times (minute) of these three museums are illustrated in Figs. 2 through 4. The time it takes to move from the entrance to the exhibition rooms and the exit are listed in Tables 2 through 4. Additionally, the time it takes to visit each exhibition room is illustrated in Tables 2 to 4.

To analyze the performance of the proposed approach in this paper, we vary the number of must-see and select-see exhibition rooms for these three museums, such that the percentages of the rooms visited by the groups range from 50% to 100%. Note that the MT-MVRP leads to the conventional MVRP when the percentage of rooms visited by the groups is 100%. More details of the test instances, including the number of must-see and select-see exhibition rooms for these three museums, are shown in Table 5. Overall, there are 14 test instances in the numerical experiments.

For each instance, we test our immune based evolutionary algorithm 50 times; hence, the total number of trials in this study was 700 ( = 14 instances × 50 times) for IA. In the experiments, the parameters of the proposed immune based evolutionary algorithms were set as: population=100, generation=3000, $c_1=0.7$ (cognitive scaling parameter), $c_2=0.1$ (social scaling parameter).

The proposed IA, GA and PSO were coded in MATLAB. All numerical results were computed on a PC with an Intel(R) Core(TM) i7-2600 CPU3.4GHz RAM 4GB. The numerical results are reported in Table 6; the results illustrate the best solution, the average solution, the standard deviation of the solution, CPU time (seconds) of algorithm, the gap of the best solution of IA and the lower bound.

4.2. Discussion

From Table 6, it is seen that:

(a) For each test instance, with an increase in the number of exhibition rooms visited, the best completion time of the groups increases in a stair-type format. For example, in Problem 2, the completion time of the groups for Instances 5, 6 and 7 is 158.6 for IA; the completion time of the groups for Instance 8 is 231.4 for IA. The results imply that the completion time does not necessarily increase when the number of rooms visited is small. Similar results can be found for those of GA and PSO.

(b) For all instances, IA, GA and PSO can effectively solve the MT-MVRP. Moreover, IA is superior to both GA and PSO for Instances 7, 9 and 10. For example, for Instance 10, the best solution by IA is 176.3, however, it is 179.4 and 222.4 for GA and PSO, respectively.

(c) For each problem, the standard deviation of the 50 solutions for the various test instances is pretty low for IA. This implies that the adopted IA is stable enough to solve the MT-MVRP. For example, in the 14 test instances, the standard deviation of the 50 solutions is zero for 7 instances by IA. However, for GA and PSO, there are only 4 and 3 instances respectively with zero standard deviation for the 50 solutions. This also implies that IA is more stable than GA and PSO.

(d) For each problem, with an increase in the number of exhibition rooms visited, the CPU time of obtaining the solution is stable or increases slightly. For example, for Problem 2, the CPU time of Instances 5 to 8 is 1416.51, 2509.42, 2025.61 and 2739.70 for IA, respectively. Similar results can be found for those of GA and PSO.
Note that GA and PSO are faster than IA. For example, for Problem 2, the CPU time of Instances 5 to 8 is 366.99, 712.89, 569.31 and 634.60 for GA.

(e) The lower bound by the Theorem 2.5 in Section 2.4 was effective for most of the test instances, except for Instance 10 in Problem 3. The main reason for the large gap of 6.01% in Table 6 is that the visiting time for the must-see exhibition room was much smaller than for those of the other exhibition rooms. For example, in Table 4, the visiting times for exhibition rooms 1 and 2 were much smaller than those of exhibition rooms 3 and 4. However, for the other instances, the numerical results by the IA were close to the lower bounds of the makespan by Theorem 2.5. This implies that the proposed approach can effectively solve the MT-MVRP. It further implies that the lower bound of the makespan derived in this paper is effective, especially when the visiting time for the dominated exhibition room is larger than those of the other exhibition rooms.

5. Conclusions

(a) We have introduced a new multiple-type museum visitor routing problem (MT-MVRP) which involves a combination of exhibition rooms and the routing of groups. As shown, the presented MT-MVRP generalizes both the conventional MVRP and the open-shop scheduling problem (OSSP).

(b) We have developed the mathematical programming for the MT-MVRP and illustrated that it is an NP-hard problem.

(c) We have derived the properties and the lower bound for the MT-MVRP, based on the dominated
exhibition room. The numerical results have shown that the derived lower bound of the makespan is effective, especially when the visiting time for the dominated exhibition room is larger than those of the other exhibition rooms.

(d) We have presented a novel encoding scheme to simultaneously determine the scheduling of the must-see and select-see exhibition rooms for all of the groups. The encoding scheme has been embedded in IA to solve the MT-MVRP.

(e) We have reported, discussed and compared the numerical results of three museums in Taiwan for IA, GA and PSO. On the whole, numerical results have shown that the solutions by IA are superior to those of GA and PSO.

(f) We have shown the effectiveness of the proposed approach and the derived lower bounds of the makespan.

In the future, one may extend this work with the consideration of group’s preference of exhibits or apply the other intelligence evolutionary algorithm for solving the considered problem.
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