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Abstract—In this article, a Multilayer Perceptron (MLP) deep 
learning model has been described to recognize voice gender. The 
data set have 3,168 recorded samples of male and female voices. 
The samples are produced by using acoustic analysis. An MLP 
deep learning algorithm has been applied to detect gender-
specific traits. Our model achieves 96.74% accuracy on the test 
data set. Also the interactive web page has been built for 
recognition gender of voice. 
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I. INTRODUCTION 

Acoustic analysis of the voice depend upons parameter 
settings specific to sample characteristics such as intensity, 
duration, frequency and filtering [1]. The acoustic properties of 
the voice and speech can be used to detect gender of speaker. 
warbleR R package is designed for acoustic analysis. The data 
set which have acoustic parameters can be obtained with this 
analysis. The data set can be trained with different machine 
learning algorithms. In this paper, MLP has been used to obtain 
model. The results have been compared with related work. A 
web page has been designed to detect the gender of voice by 
using obtained model. 

II. RELATED WORK 

Becker [2] used a frequency-based baseline model, logistic 
regression model [3], classification and regression tree (CART) 
model [4], random forest model [5], boosted tree model [6], 
Support Vector Machine (SVM) model [7], XGBoost model [8], 
stacked model [9] for recognition of voices data set [10]. 
According to used models, the results are showed in “Table I”. 

TABLE I.  ACCURACY OF MODELS FOR RECOGNITION VOICES. 

Accuracy (%) 

Model Train Test 

Frequency-based baseline 61 59 

Logistic regression 72 71 

CART 81 78 

Random forest 100 87 

Boosted tree 91 84 

SVM 96 85 

XGBoost 100 87 

Stacked 100 89 
 

III. DATA SET AND SOFTWARE LIBRARIES 

A. Data Set 

Each voice sample format is a .WAV file. The .WAV format 
files have been pre-processed for acoustic analysis using the 
specan function by the WarbleR R package [11]. A specan 
function measures 22 acoustic parameters on acoustic signals. 
These parameters are showed in “Table II”. 

TABLE II.  MEASURED ACOUSTIC PROPERTIES. 

Acoustic Properties 

Properties Description 

duration    length of signal 

meanfreq mean frequency (in kHz) 

sd standard deviation of frequency 

median median frequency (in kHz) 

Q25 first quantile (in kHz) 

Q75 third quantile (in kHz) 

IQR interquantile range (in kHz) 

skew skewness 

kurt kurtosis 

sp.ent spectral entropy 

sfm spectral flatness 

mode mode frequency 

centroid frequency centroid 

peakf peak frequency 

meanfun 
average of fundamental frequency
measured across acoustic signal

minfun 
minimum fundamental frequency
measured across acoustic signal

maxfun 
maximum fundamental frequency
measured across acoustic signal

meandom 
average of dominant frequency
measured across acoustic signal

mindom 
minimum of dominant frequency
measured across acoustic signal

maxdom 
maximum of dominant frequency
measured across acoustic signal

dfrange 
range of dominant frequency 

measured across acoustic signal

modindx modulation index 
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The pre-processed WAV files have been saved into a CSV 
file. The CSV file is contained 3168 rows and 21 columns. 
There are features and the classification of male or female in 
these 21 columns. 

B. Software Libraries 

Python; is an interpreted, interactive, object-oriented, 
dynamic type, easy to learn and open source programming 
language. Python combines remarkable power with very clear 
syntax [12] . 

Keras; “is a high-level neural networks library, written in 
Python and capable of running on top of either TensorFlow or 
Theano” [13]. 

TensorFlow™ is an open source software library for 
numerical computation using data flow graphs. Nodes in the 
graph represent mathematical operations, while the graph edges 
represent the multidimensional data arrays (tensors) 
communicated between them [14]. TensorFlow's flexible 
architecture allows you to use GPU or CPU to mainly 
conducting machine learning and deep neural networks 
research, but other domains can be adapted easily. 

NumPy is the open source fundamental package for 
scientific computing with Python. It contains powerful 
capabilities such as N-dimensional array objects, sophisticated 
(broadcasting) functions, tools for integrating C/C++ and 
Fortran code, useful linear algebra, Fourier transform, and 
random number capabilities [15]. By using Numpy arbitrary 
data-types can be defined. This allows NumPy to seamlessly 
and speedily integrate with a wide variety of databases. Keras 
uses Numpy for input data types. 

Django is free and open source high-level Python Web 
framework that encourages rapid development and clean, 
pragmatic design. Django is reassuringly secure, exceedingly 
scalable and was designed to help developers create 
applications quickly as possible [16].  

warbleR is a package designed to streamline acoustic 
analysis in R. This package allows users to collect open-access 
acoustic data or input their own data into a workflow that 
facilitates automated spectrographic visualization and acoustic 
measurements. 

Rpy2 is a Python package to provide interface to run R 
code embedded in a Python process. 

IV. MULTILAYER PERCEPTRON NETWORKS 

Deep feedforward networks, or Multilayer Perceptron 
(MLP) networks, are used in supervised learning problems. 
These problems have a training set of input-output. The 
network must produce a model to find the dependency between 
them. An MLP is one of typical deep learning algorithms. It 
uses a supervised learning technique called backpropagation 
for training the network [17]. An MLP network contains a set 
of input layers, one or more hidden layers of computation 
nodes, and an output layer of nodes. 

An MLP function f is, f: RD→RL, where D is the size of 
input vector x and L is the size of the output vector f(x). This 
function can be represented in matrix notation: 

f(x) = G(b(2) + W(2)(s(b(1) + W(1)x))),         (1) 

with bias vectors b(1), b(2); weight matrices W(1), W(2); 
activation functions G and s. Wi(1) represents the weights from 
the input units to the i-th hidden unit [18]. Generally, a function 
tanh is chosen for activation function, with tanh(x)=(ex-e-
x)/(ex+e-x) [19]. 

V. METHOD 

All training, test and prediction codes have been written by 
using Python libraries. Data have been loaded from csv file into 
Numpy arrays with built-in Python libraries. Data set has been 
loaded from csv file into 2 dimension Python array. Each row 
has 20 parameters and 1 label. The array has been shuffled 
randomly. It has been splitted to 5 chunks. First 4 chunk has 
633 data but last has 636 data. Also last column of data, which 
is label, has been converted integer as 0 for male and 1 for 
female and added to Python array to 5 chunks. 

 5-Fold cross validation has been used and average score 
has been obtained. Training and test loop have been run 5 times.  
On each run different chunk has been used for test, other 
chunks are concatenated to Numpy array and used for training. 
On each loop, 20% of data has been used for test and 10% of 
data has been used for validation. Keras has been used top of 
Tensorflow and has been configured to use GPU.  

1 input layer, 4 hidden layers and 1 output layer have been 
used to build our model. Input layer has 20 inputs and 
connected to first hidden layer which has 64 perceptrons. 
Second and third hidden layers have each 256 perceptrons. 
Forth hidden layer has 64 perceptrons. The output layer has 2 
perceptrons. Softmax activation function conducted in output 
layer to obtain the categorical distribution of the result for 
labels. Dropout 0.25 has been applied between each hidden 
layers. Dropout consists of randomly setting a fraction of input 
units to 0 at each update during training time. In this way, it 
helps to prevent overfitting. 

Nadam optimization algorithm in Keras has been used to 
train our model. The learning rate has been chosen 0.001. This 
gave us slow learning but it prevents us to miss minimum. By 
choosing lower learning rate our model has been trained with 
150 epochs. Total training time is around 100-120 sec for each 
fold. Several loss function has been tested with our model and 
Kullback–Leibler divergence [20] algorithm has been chosen 
which gave best performance and accuracy. The model 
achieved 96.74% accuracy on the test data set. The result is 
showed in “Table III” for test data set. 

TABLE III.  RESULTS OF TEST DATA 

Test Data Set 

Gender Correct Incorrect 

Male 1553 31 

Female 1512 72 

Total 3065 103 

Model weights has been saved to HDF5 file on each fold by 
using Keras. Best weight file has been chosen by fold accuracy. 
Chosen model weights have been used on website to predict 
gender of uploaded voice. 
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A website has been developed by using Django framework: 

https://www.konya.edu.tr/acdal/projects/deep-learning-
voice-gender-detection 

Model has been built same as training part. After compiling 
the model saved HDF5 file has been loaded and model weights 
have been set up. User can upload wav or mp3 file on web 
browser. Mp3 files convert to wav format. Rpy2 library has 
been used to run R code inside Django. After load and 
conversation the file, filename passed to R code by using rpy2. 
Voice file has been readed as data frame and passed specan 
function of warbleR library. Specan function return 22 
parameters about loaded file. Chosen 20 parameters have been 
succeed to predict result using our model. Results is taken by 
Django and showed to user. All computations have been 
performed in Advanced Computing and Data Analysis 
Laboratory (ACDAL), Necmettin Erbakan University, Konya. 

VI. CONCLUSION 

The model obtained in paper show us that we can use 
acoustic properties of the voices and speech to detect the voice 
gender. MLP has been used to obtain the model for 
classification from data set which have the parameters of voice 
samples. A larger data set of voice samples can be minimized 
incorrect classifications from intonation. The web page has 
been published to develop the model from loaded examples 
about male and female voice samples. 
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