A Larger Step-Size Line Search Self-adaptive Trust Region Method and Its Convergence
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Abstract—In this paper, we give a trust region method for unconstrained optimization, in which its radius is automatically updated by the current information. And when the trial step is rejected, we apply a larger step-size line search to the method. The primary aim is to update the radius depending on the problem itself at each iteration. The next aim is to avoid resolving the subproblem, which decreases computation load. The global convergence as well as the local convergence of the method is analyzed under certain conditions.
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I. INTRODUCTION

We consider the unconstrained optimization problems

\[ \min_{x \in \mathbb{R}^n} f(x), \quad (1) \]

where \( f(x) : \mathbb{R}^n \to \mathbb{R} \) is a twice continuously differentiable function, which is bounded below. Throughout the paper, we adopt the notations as follows.

\[ \| \cdot \| \] denotes the Euclidean norm on \( \mathbb{R}^n \).

\[ g(x) \in \mathbb{R}^n \] is the gradient of \( f(x) \) at \( x \).

\[ H(x) \in \mathbb{R}^{n \times n} \] is the Hessian matrix of \( f(x) \) at \( x \).

\( \{x_k\} \) is a sequence of iterative point generated by some algorithm and \( f_k = f(x_k) \), \( g_k = g(x_k) \), \( H_k = H(x_k) \).

\( B_k \in \mathbb{R}^{n \times n} \) is a symmetric matrix which is either the Hessian matrix or its approximation of \( f(x) \) at \( x_k \).

\( \overline{B}_k \) is a safely positive definite matrix which satisfies a modified Cholesky factorization from Schnabel and Eskow [1]. \( \overline{B}_k = B_k + E_k \), where \( E_k \) is a diagonal matrix which makes \( \overline{B}_k \) safely positive definite, and \( E_k = 0 \) if \( B_k \) is positive definite.

Trust region methods are a class of effective methods for solving (1). They have the stronger global convergence and faster local convergence rate and can be applied to ill-conditioned problems, so many researchers have studied them [2-4]. A trust region method works as follows. At every iteration, solving the following trust region subproblem:

\[ \min q_k(s) = g_k^T s + \frac{1}{2} s^T B_k s \quad \text{s.t.} \quad \| s \| \leq \Delta_k, \quad (2) \]

where \( s = x - x_k \), \( g_k = \nabla f(x_k), \Delta_k > 0 \) is the trust region radius.

At point \( x_k \), let \( s_k \) be the solution to (2), then the predicted reduction of \( f(x) \) is \( \text{Pres}_k = g_k(0) - g_k(s_k) \), the actual reduction is \( \text{Ares}_k = f(x_k) - f(x_k + s_k) \). The ratio between actual reduction and predicted reduction is

\[ r_k = \frac{\text{Ares}_k}{\text{Pres}_k}. \]

As is known, we usually use \( r_k \) to decide \( x_{k+1} = x_k + s_k \) whether as the new iterate point or not and how to adjust \( \Delta_k \). If \( x_{k+1} = x_k + s_k \) is accepted as a new iterate point, we increase \( \Delta_k \); otherwise we resolve (2) with a reduced \( \Delta_k \).

That is, we have

\[ x_{k+1} = \begin{cases} x_k + s_k, & r_k \geq \mu, \\ x_k, & r_k < \mu, \end{cases} \]

where \( \mu \in (0,1) \) is a constant, and we have

\[ \Delta_{k+1} = \begin{cases} c_1 \Delta_k, & r_k \leq \mu_1, \\ c_2 \Delta_k, & r_k > \mu_1, \\ \Delta_k, & \mu_1 \leq r_k \leq \mu_2, \\ \Delta_k, & \mu_2 \leq r_k \leq \mu_3, \end{cases} \quad (3) \]

where \( 0 \leq \mu_1 < \mu_2 < 1 < \mu_3 < c_2 \) are constants.

(3) shows that we adjust \( \Delta_k \) only by increasing or reducing the initial trust region radius at a constant ratio according to \( r_k \) and without using the problems (1) itself, which reduces the efficiency of the methods. Based on this fact, more and more self-adaptive trust region methods are presented [5-7]. Sartenaer [8] proposed a method for automatically determining the initial trust region radius. By using the idea of Sartenaer [8], Zhang et al. [9] put forward an adaptive trust region method, where \( \Delta_k = c^T \sigma_k \| M_k \| \) (here \( 0 < c < 1 \) is a constant, \( P \) is a
nonnegative integer variables, \( M_k = \| B_k \| \). If the trial step \( s_k \) at the last iteration is accepted, set \( p = 0 \) and \( \Delta_k = \| B_k \| M_k \), otherwise set \( p = p + 1 \). Sang et al. [10] gave a trust region method in which the trust region radius converging to zero. The numerical results show that the adaptive trust region algorithms improve the accuracy of solution and decrease the number of iteration for some functions.

In the traditional trust region algorithms, when the trial step \( s_k \) is not accepted, the trust region subproblem need resolving which increase the amount of calculation. Jorge Nocedal et al. [11] first proposed the idea of combining trust region method with line search method to establish a new method. In [12], they delivered a trust region method with a line search where the trial step is accepted at each iteration and no subproblems are resolved, decreasing the amount of calculation. In this paper, the trial step \( s_k \) is always a descent direction by the method in [12], and if the trial step \( s_k \) is rejected, a larger step-size line search in [13] is performed along \( s_k \) to achieve a new iterative point.

Based on the work of [12], [9] and [10], we present a new adaptive trust region method, where we let

\[
\Delta_k = \mu_k \| B_k \| \tag{4}
\]

which obliges the adjustment of \( \Delta_k \) to depend on the problem itself at each iteration.

II. ADAPTIVE TRUST REGION METHOD

In this section, a new adaptive trust region method is put forward. If \( r_k \geq \mu \), we set \( x_{k+1} = x_k + s_k \); otherwise a step size \( \lambda_k \) is obtained by the following larger step-size line search in [13].

\[
f(x_k + \lambda_k d_k) - f(x_k) \leq \rho \lambda_k \| g_k \| d_k + \frac{1}{2} \lambda_k \| B_k d_k \| d_k,
\]

where \( \lambda_k \) is the maximum value among \( h_k, \beta h_1, \beta^2 h_2, \ldots \).

\[
0 < \rho, \beta < 1, h_k = \frac{g_k^T d_k}{d_k^T B_k d_k} \text{ and } x_{k+1} = x_k + \lambda_k d_k.
\]

Now we present a description of our adaptive trust region algorithm.

Algorithm 1.

Step 1 Select \( x_0 \in \mathbb{R}^n, \varepsilon > 0, \Delta_0 > 0, 0 < \rho, \beta < 1, h_0 > 0, \mu_1 > 0, B_0 = I, 0 < c_1 < 1 < c_2, 0 < c_3 < 1, \)

\( 0 \leq \eta_1 < \eta_2 < 1, k := 0. \)

Step 2 Compute \( B_k \). If \( \| B_k \| \varepsilon \), stop, then \( x^* = x_k \); otherwise go to Step 3.

Step 3 Solve the subproblem (2) to get the approximate solution \( s_k \).

Step 4 Calculate \( r_k \). If \( r_k \geq \eta_1 \), then \( x_{k+1} = x_k + s_k \). If \( \eta_1 \leq r_k \leq \eta_2 \), then \( \mu_{k+1} = \mu_k \); If \( r_k > \eta_2 \) and \( \| B_k \| \geq c_1 \Delta_k \), then \( \mu_{k+1} = c_2 \mu_k \). And go to Step 6.

Step 5 Find \( \lambda_k \) to meet (5), and set \( x_{k+1} = x_k + \lambda_k s_k \),

\( \mu_{k+1} = c_1 \mu_k \).

Step 6 Modify \( B_k \) and get \( B_{k+1} \). Make use of (4) to calculate \( \Delta_{k+1} \). Let \( k := k + 1 \), then go to Step 2.

Note: (i) Let \( s_k \) be the solution to the subproblem (2), then

\[
\text{Pres}_k = q_k(0) - q_k(s_k) \geq \frac{1}{2} \| B_k \| \min \{ \Delta_k, \| g_k \| B_k \}. \tag{6}
\]

(ii) In Algorithm 1, using (3) adjust \( \Delta_k \) to get the traditional trust region algorithm.

III. CONVERGENCE OF THE ALGORITHM 1

In this section, we will analyze the convergence of the Algorithm 1 under certain conditions. We first give the assumptions as follows.

A1: Set \( L(x_0) = \{ x \mid f(x) \leq f(x_0) \} \) is bounded, and \( f(x) \) is twice continuously differentiable in \( L(x_0) \).

A2: The sequence \( \{ B_k \} \) is uniformly bounded, that is, there is a constant \( \delta > 0 \) such that \( \| B_k \| \leq \delta, \forall k \).

A3: \( g(x) \) is Lipschitz continuous, that is, there is a constant \( L > 0 \) satisfying \( \| g(x) - g(y) \| \leq L \| x - y \|, \forall x, y \in \mathbb{R}^n \).

For the convenience, we denote

\( I = \{ k : r_k < \eta \}, J = \{ k : r_k \geq \eta \}, \)

Lemma 1. If \( \{ x_k \} \) is a point sequence generated by the Algorithm 1, then \( \{ x_k \} \subset L(x_0) \)

Proof. The result is proved by induction for \( k \).

If \( k = 0 \), then \( f(x_0) \leq f(x_0) \), so \( x_0 \in L(x_0) \). The result is true.

Now we prove if \( x_k \in L(x_0) \), then \( x_{k+1} \in L(x_0) \).
If $x_i \in L(x_0)$, then $f(x_i) \leq f(x_0)$.

(i) If $k \in I$, we have $r_k < \eta$.

By Step 5 in Algorithm 1, we have

$$f(x_i) - f(x_{i+1}) = f(x_i) - f(x_i + \Delta_k x_i) \geq -\rho \Delta_k g^T x_i \geq 0.$$ 

Thus $f(x_{i+1}) \leq f(x_i) \leq f(x_0)$, this indicates $f(x_{i+1}) \leq f(x_0)$.

(ii) If $k \in J$, then $r_k \geq \eta$. By (6), we can get

$$f(x_i) - f(x_{i+1}) \geq \eta q_k(0) - q_k(s_k) > 0.$$ 

Thus $f(x_{i+1}) < f(x_i) \leq f(x_0)$, it follows that $f(x_{i+1}) \leq f(x_0)$.

By (i) and (ii), we know, if $x_i \in L(x_0)$, then $x_{i+1} \in L(x_0)$.

From the principle of induction it follows that the result is true.

**Lemma 2.** If $\{x_i\}$ is a point sequence generated by the Algorithm 1, then $\{f(x_i)\}$ is monotonically decreasing and convergent.

**Proof.** From the proof of Lemma 1, it is known that $f(x_{i+1}) \leq f(x_i), \forall k$.

This implies $\{f(x_i)\}$ is monotonically decreasing.

And by A1, we can obtain $\{f(x_i)\}$ is convergent.

**Lemma 3.**

$$\text{Ares}_k - \text{Pres}_k = O\left(\|s_k\|^2\right).$$

**Lemma 4.** Suppose that A3 and A1 hold, $\{x_i\}$ is an infinite point sequence generated by the Algorithm 1 and $\|g_k\| > \varepsilon$, $\varepsilon \in (0,1)$ is a constant, then there exists a non-negative integer $p$ such that for all $k \geq p$ we have $r_{k+p} \geq \eta$. 

Proof. Assume that there exists a positive integer $k_0$, for any $p$, we have

$$r_{k_0 + p} < \eta, p = 0, 1, 2, \ldots.$$ 

By A1 and Step 5 in Algorithm 1, we can get

$$\Delta_{k_0 + p+1} \rightarrow 0, p \rightarrow \infty.$$ 

Therefore $\|s_{k_0 + p+1}\| \rightarrow 0, p \rightarrow \infty$.

Thus by Lemma 3 and (6) for sufficiently large $p$, we have

$$r_{k_0 + p} - k_0 \geq \eta.$$ 

$$O\left(\|s_{k_0 + p}\|^2\right) \leq \frac{1}{2} \|g_{k_0 + p}\| \min \left\{\|\Delta_{k_0 + p}\|, \left\|\frac{1}{\|B_{k_0 + p}\|} \right\|\right\} \leq \frac{r_{k_0 + p}}{2} \rightarrow 0.$$ 

This suggests for sufficiently large $p$, $r_{k_0 + p} \geq \eta$ holds, this contradicts with (7). We complete the proof.

**Theorem 1.** Suppose A1 holds and there exists $\delta_i > 0$, such that $\|s_k\| \leq \delta_i$, $\{x_i\}$ is the point sequence generated by the Algorithm 1, then

$$\lim_{k \rightarrow \infty} \|g_k\| = 0.$$ 

**(Proof.** Suppose (9) is not true, then there exists a constant $\varepsilon > 0$ such that

$$\|g_k\| \geq \varepsilon, \forall k.$$ 

Now we pay our attention to

$$\lim_{k \rightarrow \infty} \|g_k\| = 0.$$ 

By Lemma 2, (6), (10) and A2, we have

$$\sum_{k=1}^\infty |f(x_k) - f(x_{k+1})| \geq \sum_{k=1}^\infty (f(x_k) - f(x_{k+1}))$$

$$\geq \sum_{k=1}^\infty \eta g_k(0) - q_k(s_k) \geq \sum_{k=1}^\infty \frac{1}{2} \|g_k\| \min \left\{\|\Delta_k\|, \left\|\frac{1}{\|B_k\|} \right\|\right\}$$

$$= \sum_{k=1}^\infty \frac{1}{2} \eta g_k \min \left\{\mu_k \|B_k^{-1} g_k\|, \left\|\frac{1}{\|B_k\|} \right\|\right\}$$

$$\geq \sum_{k=1}^\infty \frac{1}{2} \eta \varepsilon \min \left\{\mu_k \|B_k^{-1} g_k\|, \frac{\varepsilon}{\delta} \right\},$$

which indicates

$$\sum_{k=1}^\infty \min \left\{\mu_k \|B_k^{-1} g_k\|, \frac{\varepsilon}{\delta} \right\} < +\infty,$$

this implies

$$\lim_{k \rightarrow \infty} \mu_k \|B_k^{-1} g_k\| = 0.$$ 

If $J$ is a finite set, then $\mu_{k+1} = c_{\mu_k}$ for sufficiently large $k$, thus we obtain $\lim_{k \rightarrow \infty} \mu_k = 0$.

If $J$ is an infinite set, we have $\|B_k^{-1} g_k\| = 0$, then
Further, $g_k = 0$, this contradict with (10), hence
\[ \left\| B_k^{-1}g_k \right\| \neq 0. \] (13)

And by (12), we get
\[ \lim_{k \to \infty} \mu_k = 0. \]

From the above, we complete the proof of
\[ \lim_{k \to \infty} \mu_k = 0. \]

By (12), we get
\[ \lim_{\mu \to \infty} \frac{\left\| g_k \right\|}{\left\| B_k \right\|} = 0. \]

Then, it follows that $A_\Delta \to 0, k \to \infty$ from (4).

Further, $\left\| g_k \right\| \to 0, k \to \infty$.

Hence, for sufficiently large $k$, we have
\[ \left| r_k - 1 \right| = \frac{\left\| \text{Red}_k - \text{Pre}_k \right\|}{\left\| \text{Pre}_k \right\|} \leq \frac{\left\| g_k \right\|}{\left\| B_k \right\|} \leq \frac{\left\| g_k \right\|}{\left\| B_k \right\|} \to 0,
\]

This means for sufficiently large $k$, $\left| r_k - 1 \right| \to 0$. This also implies for sufficiently large $k$, $\mu_{k+1} \geq \mu_k$, this is a contradiction with $\lim_{k \to \infty} \mu_k = 0$. Thus, the proof of Theorem 1 is completed.

The superlinear convergence of the Algorithm 1 is discussed below.

Now we give two hypotheses.

A4: The infinite point sequence $\{x_k\}$ generated by Algorithm 1 satisfies $\lim_{k \to \infty} x_k = x^*$, $\lim_{k \to \infty} g_k = g^*$ and $V^2 f(x^*)$ is positive definite.

A5: The sequence $\{x_k\}$ generated by Algorithm 1 and $\{B_k\}$ satisfy $\lim_{k \to \infty} \frac{\left\| B_k - V^2 f(x_k) \right\|}{\left\| g_k \right\|} = 0$.

Theorem 2. Suppose $\{x_k\}$ is an infinite point sequence generated by Algorithm 1 and A1-A5 hold, then $\{x_k\}$ converges to $x^*$ superlinearly.

Proof. From that $V^2 f(x^*)$ is positive definite, we know for sufficiently large $k$, there exists $\delta > 0$ such that $s_k \geq \delta \left\| g_k \right\|^2$.

Because $s_k$ is the solution to (2), we can get $g_k + (B_k + \lambda_k I) s_k = 0$.

Hence, for $k \in J$, we have
\[ \text{Pre}_k = -\frac{1}{2} s_k^T B_k s_k = \frac{1}{2} \left( (B_k + \lambda_k I) s_k - \frac{1}{2} s_k^T B_k s_k \right) = \frac{1}{2} \left( \delta + \lambda_k \right) \left\| g_k \right\|^2, \]
\[ A \text{Pre}_k = \frac{1}{2} \left( B_k - V^2 f(x^*) \right) s_k + \alpha \left\| g_k \right\|^2. \]

On the other hand, for $k \in I$, we have
\[ g_k + (B_k + \lambda_k I) s_k = 0. \]

Hence, for $k \in I$, we obtain
\[ \text{Pre}_k = -\frac{1}{2} s_k^T B_k s_k = \frac{1}{2} \left( \lambda_k - 1 \right) s_k^T B_k s_k + \frac{1}{2} \lambda_k s_k^T s_k + \frac{1}{2} \delta \left\| g_k \right\|^2, \]
\[ A \text{Pre}_k = -\frac{1}{2} s_k^T B_k s_k + \frac{1}{2} \lambda_k s_k^T s_k + \frac{1}{2} \delta \left\| g_k \right\|^2. \]

Therefore,
\[ \lim_{k \to \infty} r_k = 1. \]

Now we prove $\{\mu_k\}$ to be bounded. Suppose $\mu_k \to \infty$, by (13),
we know that $\exists \sigma > 0, s_k \left\| B_k^{-1} g_k \right\| \geq \sigma \left\| g_k \right\|$. So
\[ \left\| g_k \right\| \geq c_1 A_\Delta = c_1 \mu_k \left\| B_k^{-1} g_k \right\| \geq c_1 \mu_k \sigma \left\| g_k \right\|. \]

From $V^2 f(x^*)$ is positive definite, we know that there exist $W > w > 0$ such that
\[ w \left\| g_k - x^* \right\| \leq f_k - f(x^*) \leq W \left\| g_k - x^* \right\|, \]
\[ w \left\| g_k - x^* \right\| = W \left\| g_k - x^* \right\| \text{ for sufficiently large } k. \]

Hence, $W \left\| g_k - x^* \right\| \geq f_k - f(x^*) \geq f(x_k + s_k) - f(x^*) \geq w \left\| g_k - x^* \right\|^2 \geq W \left\| g_k - x^* \right\|^2$.

This shows $\mu_k \to \infty$ is impossible. This implies
\|s_k\| < c_k \Delta_k < \Delta_k \) for sufficiently large \( k \). Therefore, for sufficiently large \( k \), the trust region constraint is inactive. By the standard results from Dennis and Moré, we declare Algorithms 1 is convergent superlinearly.

IV. CONCLUSIONS

For the unconstrained optimization problems, we put forward a larger step-size line search self-adaptive trust region method. The trust region radius use a new adaptive adjustment strategy, which makes full use of the information at the current iteration point at each iteration. When the trial step is not accepted, a larger step-size line search is performed into the method to get a new iterative point. The method doesn’t resolve the trust region subproblem, so the amount of computation is diminished. Under certain conditions, Global convergence and superlinear convergence of the method are established.
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