Annotation of a Learner Corpus toward Development of an Error-cause Presenting Technique
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Abstract. Previous grammar checkers support learners’ writing by indicating errors and correct usages. However, until the lack of linguistic knowledge that caused the errors is corrected, similar errors will recur. This study developed a learner corpus by annotating tags for the causes of article errors, and analyzed the distribution of error-cause tags with the aim of developing a technique to provide feedback on the causes of grammatical errors. The results suggested the necessity to extend error-cause tags, and the preferable extension conditions based on writing type and proficiency level.

Introduction

Feedback on grammatical errors is available with natural language processing techniques detecting errors in articles [1-4], which plays a tool role in technology-enhanced language learning [5]. Feedback on article errors is significant for English learners whose first language lacks an article system [6, 7] because such errors are substantial due to the frequency of article use [8]. One goal of feedback is for learners to acquire the lacking linguistic knowledge that caused the errors (henceforth, error causes) in order to prevent similar errors from recurring.

Given this goal, we intend to develop a technique that presents error causes as feedback. Development of this technique requires a learner corpus annotated with tags for error causes (henceforth, error-cause tags). We found no such learner corpus available, although most previous corpora included annotation information on the presence of errors and correct usages [9, 10].

Therefore, we developed and annotated a learner corpus with error-cause tags. We further examined the distribution of error-cause tags in order to validate the learner corpus as a language resource toward the development of an error-cause presenting technique. The results showed that the distribution was skewed: some error causes appeared frequently, while others infrequently, and the distribution depended on the type of writing and on the learners’ proficiency levels.

Examination of Error-Cause Tags

Subjects and Learner Corpus. Subjects were university students who had more than 6 years of English as a foreign language learning experience in junior and senior high school. Their first language was Japanese. The subjects were classified into one of three groups based on their scores in the last 12 months on the Test of English for International Communication (beginner: 280 to 485; intermediate: 490 to 725; and advanced: 730 to 985), which is a popular English test in Japan. According to the Educational Testing Service, the mean score in Japan is 572.9 [standard deviation, (SD) = 174.4, range: 10-990]. The number of learners (n), mean score (m), and SD of the groups in this study were as follows: beginner group (n = 30, m = 404.7, SD = 51.3), intermediate group (n = 30, m = 632.5, SD = 69.8), and advanced group (n = 30, m = 864.3, SD = 69.0).

A learner corpus [11] was chosen for annotation of error-cause tags. This corpus covered two writing types: narratives (picture descriptions) and explanations (question answering). The writing data were compiled as follows: learners wrote sentences describing four pictures that illustrated a
series of events (at least five sentences per picture), and sentences answering 20 questions (one sentence per question was sufficient) about school, learning English and computer skills (e.g., “What are your favorite subjects?” and “How comfortable are you with using a computer?”). When describing the pictures, subjects needed to consider contextual information, such as using an indefinite article for a reference in the first picture, and a definite article for that reference in the following picture(s). They were prohibited from using dictionaries or any other reference books.

The writing data were already annotated with grammatical error tags on the basis of an annotation scheme [12]. This scheme targets lexical and grammatical errors classified into three types: replacement, redundant, and omission. These errors were evaluated by an English teacher.

The writing data consisted of 4,007 sentences (29,115 words). 639 instances of article errors appeared, and among them, 439 instances (68.7%) were errors due to the lack of articles.

**Annotation of Error-cause Tags.** Although there are three types of article errors (confusion, overuse, and lack), this study targeted only the lack of articles because this type of error is judged as more severe for English speakers to read [8]. Henceforth, the term “article error(s)” refers to errors in the lack of article use. All of the article errors (439 instances) were annotated with error-cause tags that described the correct use of articles [13, 14] as found in a grammar textbook for high-school students [15] in order for learners to comprehend the explanations of the error causes. The observed error cause tags were annotated according to a manually built decision tree (Figure 1).

This annotation task was carried out by an English teacher who was also the author of this paper.

**Fig. 1 Decision tree for the causes of article errors**

The decision tree starts on the root node on which the user decides whether an article is used for an adjective/adverb such as “a little/few” or not. If the answer is “yes,” the left-hand branch is taken. If the answer is “no,” the right-hand branch is taken. Leaf nodes, e.g., “1: a” and “2: the” represent error-cause tags. The tree moves along the nodes for the idiomatic uses of (in)definite articles. The following nodes represent semantic properties of nouns, such as anaphoric and countable nouns. Note that the node for the semantic property of “function” refers to the use of “zero” article for a noun phrase whose functional meaning is focused on, as in “by bicycle” in contrast to “with a bicycle.” Note also that the node for the semantic property of “boundary” refers to the use of “zero” article for an uncountable noun (e.g., “housework”) that conveys the general meaning, not the specific meaning (e.g. “cleaning,” “dishwashing,” etc.).
Annotation information was represented following the error tags [12], as in “A woman said in <at crr="a"></at> loud voice, ‘I love you!’” The error tag <at crr="a"></at> indicated that an error was related to the article “at,” and that its correct form (crr) was the indefinite article “a.” This annotation scheme was extended by adding error-cause tags with the numbers 1 to 13 corresponding to the leaf nodes on the decision tree of Figure 1 as follows: <at crr="a"></at_8>, where the number 8 refers to the leaf node “8: a” (the use of an indefinite article for a non-anaphoric singular noun).

Calculating the Distribution of Error-cause Tags. The raw frequency of the error-cause tags was counted for each leaf node from “1: a” to “13: zero.” In order to confirm the influence of the writing type and the proficiency level of the learners, the frequency was standardized as the number of tags per 10,000 words (raw frequency \times 10,000).

Raw Frequency of Error-cause Tags. Table 1 shows the raw frequency of the error-cause tags. The error-cause tags “7: zero,” “9: zero,” and “13: zero” were excluded because they were deemed irrelevant to the target of this study. An extremely large number of errors were observed for the tags “4: the” (use of a definite article for an anaphoric referent) and “8: a” (use of an indefinite article for a singular non-anaphoric referent), which are considered basic article uses. Since the frequency of the error-cause tags was low, the corpus data should be extended for the development of an error-cause presenting technique.

Table 1 Distribution of error-cause tags by writing type and proficiency level

<table>
<thead>
<tr>
<th>Error-cause Tag</th>
<th>Raw frequency</th>
<th>Narratives</th>
<th>Explanations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: a</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2: the</td>
<td>24</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>3: a</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4: the</td>
<td>160</td>
<td>183</td>
<td>121</td>
</tr>
<tr>
<td>5: a</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6: the</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8: a</td>
<td>235</td>
<td>139</td>
<td>110</td>
</tr>
<tr>
<td>10: a</td>
<td>7</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>11: a</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12: the</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>439</td>
<td>337</td>
<td>243</td>
</tr>
</tbody>
</table>

Distribution of Error-cause Tags by Writing Type and Proficiency Level. Table 1 also shows the standardized frequency of error-cause tags by writing type and proficiency level. The total frequency of error-cause tags in the narratives was approximately twice as high as that of the explanations. This difference may be due to the conditions on the number of sentences. It is also supposed that the narratives had both contextually evoked and non-evoked referents, which led to the higher number of article errors. Given the difficulty of using of articles when describing pictures, the less proficient learners likely made more errors in the narratives than in the explanations. The beginner group made three times more article errors in the narratives than in the explanations. The difference was double for the intermediate group, and little difference was observed in the advanced group. The results show that corpus data should be modified through the use of picture descriptions.

The influence of English proficiency was observed in narratives for the error-cause tags “4: the” and “8: a.” However, the influence of proficiency was not observed in explanations for the error-cause tag “2: the,” which showed no difference among the groups, or for the error-cause tag “6: the,” which showed the highest frequency in the advanced group. The examination of the error-cause tag.
“6: the” in explanations by the advanced group showed that the article errors occurred due to the use of definite articles for superlatives such as “the most.” Learners at the beginner and intermediate levels might not have used superlatives, which explains the low frequency of article-error-cause presenting tags regarding the error-cause tag “6: the.” Hence, when adding corpus data for the development of an error-cause presenting technique, it is better to assign the condition that superlatives must be used to describe pictures or answer questions.

Summary

This study described an annotation scheme for error-cause tags that presents linguistic knowledge, the lack of which caused the errors, and reported the distribution of error-cause tags among beginner- to advanced-level English learners. The results suggest that our learner corpus needs to be extended by increasing error-cause tags to take the type of writing into consideration. However, this annotation scheme will help English learners learn how to use articles, and can also be applied to other grammatical errors such as the use of prepositions and auxiliaries.
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