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Abstract
In this paper we present a real application of computational intelligence. Fuzzy control of a non-linear rotary chain pendulum is proposed and implemented on real prototypes. The final aim is to obtain a larger region of attraction for the stabilization of this complex system, that is, a more robust controller. As it is well-known, fuzzy logic exploits the tolerance for imprecision, uncertainty and partial truth to achieve tractability, robustness and low solution cost when dealing with complex systems. In this case, the control strategy is based on a Takagi-Sugeno fuzzy model of the strongly non-linear multivariable system. Simulation and experimental results on the real plant have been obtained and tested in a rotary inverted pendulum and in a double rotary inverted pendulum. They have been compared to other feedback control strategies such as Full State Feedback or Linear Quadratic Regulator with encouraging results. Fuzzy control allows to enlarge the stability region of control. Indeed, the region of attraction and therefore the stabilization has been enlarged up to over 17% for the real system.
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1. Introduction
In recent times, fuzzy control has been one of the most active areas in control design and computational intelligence. As it is well-known, fuzzy logic exploits the tolerance for imprecision, uncertainty and partial truth to achieve tractability, robustness and low solution cost. Besides, this intelligent control approach shows good robustness properties against model uncertainties and external disturbances. Up to now, fuzzy control has been successfully applied to a wide range of applications because of these properties.

In this regard, inverted pendulum systems have been revealed as the basis of many real applications. For example, the flight of rockets is closely related to the behavior of the rotary inverted pendulum. The control of the position of the rocket respect to the direction that engines are firing is analo-
gous to the control of the rotary inverted pendulum. Other known applications are the self-balancing unicycle and the two-wheeled inverted pendulum. The first one is an electrical vehicle that can be approximated to a non-linear control system similar to a two-dimensional inverted pendulum with a unicycle cart at its base. The second one has been popularized principally through the commercial variant Segway, which consists of a pendulum attached to a base platform that has a wheel at each side.

In addition, the inverted pendulum is implicitly present in systems like robot’s limbs or some elements of satellites. Moreover, the techniques derived for the inverted pendulum have been useful for the control of other unstable systems, such as aircraft of difficult manual control.

Indeed, the control of pendulum models has been chosen as a benchmark for years because it is considered a challenging testing ground for non-linear dynamical models and control theory. The complexity of these models, and hence of the controller, depends on the number of links and the degrees of freedom of each of them. There exist many types of inverted pendulums. The Furuta pendulum has been used by some authors. Generalized models such as 3D pendulums have also been more recently developed. Variations as the pendubot and the acrobot have also been studied.

The main difference of the rotary inverted pendulum with other structures is produced by the rotation of the arm. Due to it, additional complexities are added in form of Coriolis forces and centrifugal torques. This provides not only a more involved mathematical model but also interesting behaviors to study. The strong non-linearity of the multi-output system and, therefore, the difficulty and complexity of the control design, has made the inverted pendulums an interesting case of study that has been used as a benchmark to test and compare different control strategies, such as in.

Typically, the control of a single 2D inverted pendulum consists of two different steps: The swinging-up motion and the stabilization control. The first one balances the pendulum to bring it closer to the upright position, i.e., the unstable equilibrium point (\( \alpha = 0^\circ \) in Figure 1). The second one stabilizes the pendulum to this point, where the system can be approximated to a linear system and conventional control laws such as Full State Feedback (FSF) or Linear Quadratic Regulator (LQR) can be used.

Figure 1: Prototype of the rotary inverted pendulum (left), and prototype of the double rotary inverted pendulum (right), by Quanser.

A similar strategy can be applied to control the double inverted pendulum: The two-step approach is followed by the link at the bottom (swing up and stabilization). Once this goal is achieved, the same two steps are repeated with the link at the top, but maintaining the control of the one at the bottom. In the case of the double pendulum on a cart, several swing-up strategies have been developed. However, for the double rotary inverted pendulum, as far as we know, the contributions found in the literature can be reduced to, where the swing-up control is only feasible for rotary double pendulums with particular characteristics.

In addition, the stabilization of analytic controllers only works well in a small neighborhood around the equilibrium, so the swing-up should be very precise. Naturally, the difficulty of this problem increases with the number of links. For this reason, it is interesting to search for new stabilization con-
control strategies even when the initial conditions are far from the unstable equilibrium point and for a larger number of links.

In this regard, intelligent controllers can be a good approach. Both heuristic-based fuzzy control and model-based fuzzy control, such as Takagi-Sugeno fuzzy model, have been applied to many underactuated mechanical systems. The control is achieved in a variable universe fuzzy controller. The tracking control is achieved in systems such as the two-wheel inverted pendulum or the dual axis pendulums have been studied from this perspective.

Specifically, the control of the rotary inverted pendulum has been analyzed by several authors in the last years producing different control strategies, as for example fuzzy cascade control, evolutionary algorithms, adaptive control or the control based on an Takagi-Sugeno models. Other intelligent techniques such as neural networks have been widely applied to the identification of nonlinear systems, and therefore, the inverted pendulum in general and the rotary one have been chosen as a prime example. However, general rotary chains of pendulums have not been considered in the literature due to the complicated equations of motion which govern them.

The Takagi-Sugeno fuzzy model allows to approximate a nonlinear system to a combination of several linear systems in the corresponding fuzzy regions in the state space. The design of a linear controller for each linear subsystem produces a parallel distributed controller for the whole system. Model-based fuzzy control methods have the advantages of guaranteeing stability and robustness of the closed-loop system and, at the same time, producing desirable transient performance. In addition, the Takagi-Sugeno fuzzy model provides a larger readability than other approaches, such as neural networks.

In this paper, we show that the rotary chain pendulum can be modeled by Euler-Lagrange equations and a stabilization control can then be designed for the chain. A Takagi-Sugeno fuzzy model is developed to obtain a more robust feedback gain. Therefore, the main goal of this paper is the design of an intelligent control strategy that maximizes the region of attraction of the stabilization control of a rotary chain pendulum by means of a Takagi-Sugeno fuzzy model. As far as we know, there is no reference in the literature that proposes a controller of this type for an undetermined rotary chain. The designed control has been showed to provide larger regions of attraction and therefore more robust stabilization.

The paper is divided into 6 sections. In Section 2, the dynamics of the rotary chain pendulum and how to obtain a model from the Lagrangian of the system are explained. In Section 3, three different control methods (FSF, LQR and Takagi-Sugeno fuzzy) are described. Section 4 presents the two cases of study (simple and double rotary inverted pendulum). In Section 5, the results of applying the different control strategies to the two chain pendulum prototypes are shown and discussed. Section 6 gives the main conclusions of the paper.

2. Model of the rotary chain pendulum

In this section the theoretical model of the rotary chain pendulum is described using Lagrangian Mechanics. A rotary chain pendulum is a serial connection of rigid links, connected by some joints and attached to a rigid arm which can rotate in a horizontal plane, perpendicular to the pendulums. It is an underactuated system because the pendulums should be controlled only with the torque (τ) applied to the rotary arm. This rotating movement introduces Coriolis forces into the dynamics, making the analysis more complicated than if the system is a chain pendulum on a cart. The state of the system can be uniquely defined by a vector of generalized variables:

\[ q = (q_0, q_1, \ldots, q_n) = (\theta_0, \theta_1, \ldots, \theta_n) \]  

where, \( \theta_0 \) is the angle described by the rotary arm and \( \theta_i \) is the angle described by the \( i \)-pendulum (Figure 1). In a Cartesian coordinate system, the positions of the rotary arm and the pendulums can be described, if the angles increase when they rotates...
counter-clockwise, as follows:
\[ s_0 = l_0 \begin{pmatrix} \sin \theta_0(t) \\ \cos \theta_0(t) \\ 0 \end{pmatrix} \]  \hspace{1cm} (2)

where \( l_i \) is the length to the center of mass and \( L_i \) the total length of the \( i \)-pendulum.

2.1. The Lagrangian

First of all, the Lagrange function or Lagrangian \( (L) \) is defined to apply the Euler-Lagrange method and to determine the equations of motion. The Lagrangian is defined as the difference between the kinetic energy \( (T) \) and the potential energy \( (V) \) of the system:
\[ L = T - V. \]  \hspace{1cm} (3)

Kinetic and potential energy are the sum of the kinetic and potential energies of all elements of the system:
\[ T = \sum_{j=0}^{n} T_j \]
\[ V = \sum_{j=0}^{n} V_j \]

In turn, the kinetic energy of each element is the sum of its translational and its rotational kinetic energies:
\[ T_j = \frac{m_j v_j^2}{2} + I_j \dot{\theta}_j^2 \]

where \( v_j = \frac{dx_j(t)}{dt} \), \( \dot{\theta}_j = \frac{d\theta_j(t)}{dt} \), and \( m_j \) and \( I_j \) are the mass and the moment of inertia of the \( i \)-element.

For the potential energy, let us consider the zero potential energy plane as the plane of the rotary arm. Then,
\[ V_0 = 0 \]

and
\[ V_i = m_i gz_i, \]

where \( z_i \) is the third component of the vector \( s_i \) and \( g \) is the gravitational acceleration.

2.2. Equations of motion

The equations of motion of inverted pendulums can be derived from the Euler-Lagrange method using the Euler-Lagrange equation over the Lagrangian.

\[ \frac{\partial^2 L}{\partial \dot{q}_i \partial \dot{q}_i} - \frac{\partial L}{\partial \dot{q}_i} = 0, \]  \hspace{1cm} (4)

for \( i = 0, \ldots, n \). The following generalized equations are obtained:
\[ \ddot{\theta}_0 \left( c_0 + \sum_{j=1}^{n} \left( c_{0,jj} \sin^2 \theta_j + \sum_{k \neq j}^{n} c_{0,jk} \sin \theta_j \sin \theta_k \right) \right) + \sum_{j=1}^{n} \left( c_{0,jj} \dot{\theta}_j^2 \sin \theta_j + \dot{\theta}_0 \dot{\theta}_j \cos \theta_j \sum_{k=i}^{n} c_{0,jk} \sin \theta_k \right) + \sum_{j=1}^{n} (c_{0,jj} \dot{\theta}_j) \cos \theta_j = \tau - D_0 \dot{\theta}_0 \]  \hspace{1cm} (5)

\[ \ddot{\theta}_i c_{0i} \cos \theta_i + \dot{\theta}_i c_{1i} + \sum_{j \neq i}^{n} (c_{ij} \dot{\theta}_j \cos (\theta_i - \theta_j)) - \sum_{j \neq i}^{n} (c_{ij} \dot{\theta}_j^2 \sin (\theta_j - \theta_i)) - \dot{\theta}_i^2 \cos \theta_i \sum_{j=1}^{n} (c_{0j} \sin \theta_j) - c_{ii} \sin \theta_i = -D_i \dot{\theta}_i \]  \hspace{1cm} (6)

for \( i = 1, \ldots, n \). The set of parameters \( \{c_r\} \) are constants which depend on the mechanical properties of the pendulums and the rotary arm, and some centrifugal, Coriolis and gravitational effects. \( D_i \) is the viscous damping coefficient of each element. These equations are clearly nonlinear. In addition, the dynamics of each element depends not only on the angles, but also on the relative position of them, such as the centrifugal force terms or the effect on \( q_i \) of accelerating \( q_j \). For this reason, the number of nonlinearities grows up hugely with the number of links.

The equations of motion can be summarized as follows:
\[ M(q)\ddot{q} + C(q, \dot{q})\dot{q} + D\dot{q} + g(q) = F\tau, \]  \hspace{1cm} (7)

where \( M \) is the positive definite mass matrix, so expressions for the accelerations can be obtained in analytic way. \( C \) is the Coriolis matrix, \( D \) is the damping matrix, \( g \) is the vector of gravity and \( F = (1 \ 0_{1 \times n})^T \).
3. Control algorithms

While the stabilization control of the inverted pendulum has been extensively studied, it has not been generalized for any number of links. In this paper, we compare two classical analytic controllers with an intelligent controller designed to optimize the region of attraction using a Takagi-Sugeno fuzzy model. The following subsections describe the general form of the three controllers for a chain pendulum of n links.

3.1. Linear Controllers

In the state space, the equations of motion (5)-(6) can be linearized using a first order Taylor approach at point \( x_0 = 0 \):

\[
M_l \begin{pmatrix} \hat{\theta}_0 \\ \hat{\theta}_1 \\ \vdots \\ \hat{\theta}_n \end{pmatrix} = F_l \tau - D_l \begin{pmatrix} \hat{\theta}_0 \\ \hat{\theta}_1 \\ \vdots \\ \hat{\theta}_n \end{pmatrix} + C_l \begin{pmatrix} \hat{\theta}_0 \\ \hat{\theta}_1 \\ \vdots \\ \hat{\theta}_n \end{pmatrix},
\]

(8)

where

\[
M_l = \begin{pmatrix} c_0 & c_0 & \cdots & c_0 \\ c_{01} & c_1 & \cdots & c_{ij} \\ \vdots & \vdots & \ddots & \vdots \\ c_{0n} & \cdots & c_n & 0 \end{pmatrix},
\]

(9)

\[
F_l = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix},
\]

(10)

\[
C_l = \begin{pmatrix} 0 & 0 & \cdots & 0 \\ 0 & c_{11} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & c_{mn} & 0 \end{pmatrix},
\]

(11)

\[
D_l = \begin{pmatrix} D_0 & 0 & \cdots & 0 \\ 0 & D_1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & D_n \end{pmatrix}.
\]

(12)

As a result, the linear system \( \dot{x} = Ax + Bu \) is obtained, where \( u = -Kx \), \( x^T = (\theta_0, \theta_1, \theta_0, \theta_n) \) is the vector of state variables, and

\[
A = \begin{pmatrix} 0_{n \times n} & I_{n \times n} \\ M_l^{-1}(C_l + D_l) \end{pmatrix},
\]

(13)

\[
B = \begin{pmatrix} 0_{n \times 1} \\ M_l^{-1}F_l \end{pmatrix}.
\]

(14)

The linear system is controllable if the matrix \( (B \ AB \ \cdots \ A^{n-1}B) \) has full rank. Then, a feedback control law can be designed to achieve asymptotic stabilization. Hence, the nonlinear system will be locally asymptotically stabilizable in some neighborhood of the equilibrium point.

Knowing the desired poles from the specifications of the plant, the feedback gain is straightforward obtained applying pole placement techniques.

In the same way, a Linear Quadratic Regulator (LQR) can be implemented. LQR technique is an optimal control technique which consists in minimizing the cost function

\[
J = \int_0^\infty x^T(t)Qx(t) + u^T(t)Ru(t)dt,
\]

(15)

where the feedback gain is given by

\[
K = R^{-1}B^T P,
\]

(16)

and \( P \) is the unique positive defined solution of the algebraic Ricatti's equation: \( A^T P + PA - PBR^{-1}B^T P + Q = 0 \).

We follow the criterion given by the Bryson’s rules in the choice of \( Q \) and \( R \):

\[
Q_{ij} = \frac{1}{\text{maximum acceptable value of } x_i},
\]

(17)

\[
R_{jj} = \frac{1}{\text{maximum acceptable value of } u_j},
\]

(18)

Finally, the feedback gain \( K \) is easily obtained using the \texttt{lqr} function of \texttt{matlab}.

Even though the nonlinear system is locally stabilizable in theory, it can be easily deduced that the region of attraction can be very small when the number of links increases. We will show that a Takagi-Sugeno fuzzy controller can be implemented to enlarge the region of attraction. This results in a more robust control in the experimental plant.

3.2. Non-linear control based on Takagi-Sugeno fuzzy model

The fuzzy model proposed is described by means of a succession of IF-THEN rules, each of them expresses the local dynamic of a linear system. The output of the fuzzy model for any \( x \) is

\[
\dot{x} = -\frac{\sum_{r=1}^{r_f} w_r f_r(x)}{\sum_{r=1}^{r_f} w_r},
\]

(19)
where \( w_r = M_{1r} \cdots M_{pMr}, \) being \( M_{pr} \) the membership function of the premise variable \( p \ (p \in [1, p_M]) \) and rule \( r \ (r \in [1, r_M]), \) and \( f_r(x) \) the consequent of each rule.

The first step is to choose the nonlinearities of the system as \( p \) premise variables \( z_p(t). \) Since the number of rules in the fuzzy model is determined by \( r_M = 2^p, \) the following change of variables is proposed:

\[
\begin{align*}
    z_{1i} &= \cos \theta_i \\
    z_{2i} &= \sin \theta_i \\
    z_{3ji} &= \theta_i \sin \theta_j \cos \theta_j & \text{for } i = 1, \ldots, n \\
    z_{4ij} &= \theta_i \sin \theta_j & \text{for } j = 1, \ldots, n', \\
\end{align*}
\]

so that the first \( n \) values of \( p \) correspond to the variables \( z_{1i} \) and in succession. For the construction of the fuzzy model, the variables \( z_p \) are rewritten in terms of the trapezoidal membership functions as,

\[
z_p = M_{pmax}(z_p) + \overline{M}_p \min(z_p),
\]

where \( \max(z_p) \) and \( \min(z_p) \) are the maximum and minimum values, respectively, that the variable \( z_p \) can reach and \( M_{pr} = M_p + \overline{M}_p \) (see Figure 2).

![Figure 2: Example of membership function of variable \( z_p \).](image)

Moreover, it is clear that,

\[
M_p + \overline{M}_p = 1
\]

by Figure 2, i.e., \( M_p \) is 0 if \( z_p < \min(z_p) \) and it is 1 if \( z_p > \max(z_p) \) (and the opposite for \( \overline{M}_p \)).

Thus, the rules can be established and \( A, B \) and \( K \) matrices with constant elements are obtained. The fuzzy technique is applied to obtain a set of linear systems and their corresponding feedback gains following the rules:

**Rule 1:** If \( z_1 \) is \( \overline{M}_1 \) and ... \( z_{pM} \) is \( \overline{M}_{pM} \) THEN \( \dot{x}(t) = A_1 x(t) + B_1 u(t) \) with \( u(t) = -K_1 x(t) \).

... 

**Rule \( r_M \):** If \( z_1 \) is \( M_1 \) and ... \( z_{pM} \) is \( M_{pM} \) THEN \( \dot{x}(t) = A_{rM} x(t) + B_{rM} u(t) \) with \( u(t) = -K_{rM} x(t) \).

Hence, \( z \) are the input variables, composed by the state variables, \( M_i \) and \( \overline{M}_i \) are the fuzzy sets and the output is determined by the control law \( u(t) = -K_i x(t) \). \( A_i \) and \( B_i \) are the result of replacing in (5) the value of the premise variables (14) by the corresponding one from the rule \( i \) and reorganizing the equations in the form \( \dot{x} = A_i x + B_i u \).

As a result, \( K_i \) is obtained through LQR techniques. Finally, after a defuzzification process, the gain \( K \) applied to the non-linear system is computed as

\[
u(t) = -\frac{\sum_{r=1}^{r_M} w_r K_r x(t)}{\sum_{r=1}^{r_M} w_r} = -K_{FZ} x(t),
\]

where \( w_1 = \overline{M}_1 M_2 \cdots M_{pM}, \) \( w_2 = \overline{M}_1 \overline{M}_2 \cdots M_{pM}, \ldots, \)

\( w_{rM} = M_1 M_2 \cdots M_{pM}. \)

Naturally, the number of rules grows up exponentially with the number of links. However, since the computation is performed offline, the resulting controller can be implemented on real systems with fast and/or unstable dynamics, such as pendulum chains, without worrying about the timing issue. In spite of that, even when the stability is guaranteed in the theoretical result, the region of attraction can be very small when the number of links is high. In fact, when \( n \) tends to infinity the control of the chain can be seen as an attempt to maintain vertical a rod moving only one of its ends. For this reason, the practical control of a chain of more than a few links can be unrealizable.

### 3.2.1. Stability criterion

The stability of the fuzzy closed-loop system is well developed. The globally asymptotically stability of the system (13) can be guaranteed with the following theorem 33.
**Theorem:** The equilibrium of the continuous fuzzy control system described by (13) is globally asymptotically stable if there exists a common positive definite matrix $P$ such that,

$$G_{ii}^T P + P G_{ii} < 0, \quad \frac{G_{ij} + G_{ji}^T}{2} P + P \frac{G_{ij} + G_{ji}}{2} \leq 0,$$

where $G_{ij} = A_i + B_i K_j$ and $\forall i < j$ excepting $\frac{w_i}{\sum_{j=1}^n w_j} \neq 0$.

**Proof.** The proof of the theorem can be found in 33.

### 4. Cases of study

The developed models and control strategies have been implemented in two cases of study: the rotary inverted pendulum and the double rotary inverted pendulum.

#### 4.1. Rotary inverted pendulum

The system is shown in Figure 1 (left), where $\theta$ is the angle that the rotary arm forms with the $X$ axis and $\alpha$ is the angle that the pendulum forms with the vertical axis. Then, the generalized coordinates of system, $q_i$, are $(q_1, q_2) = (\theta, \alpha)$, and the equations that result from (4) are solved for the angle accelerations:

$$\ddot{\theta} = \frac{h_3 \cos \alpha (h_2 \cos \alpha \sin \alpha \dot{\alpha}^2 - D_1 \dot{\alpha} + h_5 \sin \alpha)}{H} - \frac{h_4 (\dot{\theta} (D_0 + 2 h_2 \alpha \cos \alpha \sin \alpha) - \tau + h_3 \dot{\alpha}^2 \sin \alpha)}{H}$$

$$\ddot{\alpha} = \frac{(h_2 \sin \alpha \alpha + h_1) (h_2 \cos \alpha \sin \alpha \dot{\alpha}^2 - D_1 \dot{\alpha} + h_5 \sin \alpha)}{H} - \frac{h_3 \cos \alpha (\dot{\theta} (D_0 + 2 h_2 \alpha \cos \alpha \sin \alpha) - \tau + h_3 \dot{\alpha}^2 \sin \alpha)}{H}$$

where $h_1 = J_0 + m_1 l_0^2, \quad h_2 = m_1 l_1^2, \quad h_3 = m_1 l_1, \quad h_4 = J_1 + h_2, \quad h_5 = m_1 l_1 g, \quad h_6 = m_0 L_0$.

$$H = h_1 h_4 + h_2 h_4 \sin^2 \alpha - h_3 \cos^2 \alpha.$$  

The meaning of the rest of the parameters can be found in 34.

According to the criterion proposed in Subsection 3.2, the following change of variables is done:

$$z_1 = \frac{\sin \alpha}{\alpha}, \quad z_2 = \cos \alpha, \quad z_3 = \ddot{\theta} \cos \alpha \sin \alpha, \quad z_4 = \dot{\alpha} \sin \alpha.$$  

Therefore, a model of the form $\dot{x} = A(z)x + B(z)u$ is obtained, where $x^T = (\theta, \alpha, \dot{\theta}, \dot{\alpha})$, $z^T = (z_1, z_2, z_3, z_4)$, and the coefficients of $A(z) = (a_{ij}(z))$ and $B(z) = (b_{ij}(z))$ can be derived straightforward from (19)-(20).

#### 4.1.1. Control design for the rotary inverted pendulum

For the Full State Feedback control, we linearize (19)-(20) at $x_0^T = (0 \ 0 \ 0 \ 0)$. As a result, we obtain a linear system $\dot{x} = Ax + Bu$, where

$$A = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 73.0 & -42.8 & -0.90 \\ 0 & 118 & -40.8 & -1.46 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 77.9 \\ 77.7 \end{bmatrix}, \quad u = -Kx.$$  

According to 34 specifications, the poles $p = (-40 - 30 - 2.80 \pm 2.86i)$ provide a damping ratio $\zeta = 0.7$ and natural frequency $\omega_n = 4 \text{ rad/s}$. So the feedback gain for this control strategy is $K_{FSF} = (-5.26 \ 28.16 \ -2.76 \ 3.22)$.

We apply Bryson’s rules to obtain the weight matrices of the LQR control:

$$Q = \begin{bmatrix} 8.16 & 0 & 0 & 0 \\ 0 & 8.16 & 0 & 0 \\ 0 & 0 & 4 & 0 \\ 0 & 0 & 0 & 4 \end{bmatrix}, \quad R = 1,$$

and hence, the feedback gain for the LQR controller is $K_{LQR} = (-2.86 \ 32.14 \ -2.37 \ 3.86).
Finally, we compute the fuzzy feedback (FZ) gain. By observing the mechanical parameters of the system, we have chosen \( \max(z_1) = \max(z_2) = 1, \min(z_1) = 0.9003, \min(z_2) = 0.7071, \max(z_3) = -\min(z_3) = 6, \max(z_4) = -\min(z_4) = 4.2426 \). These are the values that define the membership functions (Figure 2).

As an example of use, let us compute explicitly \( A_1, B_1 \) and \( K_1 \). First, the values of the premise variables for the rule 1 are computed using (15)-(16):

\[
\begin{align*}
z_1 &= \frac{\max(z_1)}{1 + \max(z_1) - \min(z_1)} = 0.9093 \\
z_2 &= \frac{\max(z_2)}{1 + \max(z_2) - \min(z_2)} = 0.7735 \\
z_3 &= \frac{\max(z_3)}{1 + \max(z_3) - \min(z_3)} = 0.4615 \\
z_4 &= \frac{\max(z_4)}{1 + \max(z_4) - \min(z_4)} = 0.4473.
\end{align*}
\]

The obtained values are replaced in (5) to obtain \( A_1 \) and \( B_1 \):

\[
A_1 = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 10.5 & -1.0 & -8.3 \\
0 & 29.0 & -0.27 & 7.3
\end{pmatrix},
\]

\[
B_1 = \begin{pmatrix}
0 \\
0 \\
1.5 \\
0.68
\end{pmatrix}.
\]

Then, \( K_1 \) is obtained using the LQR design explained in subsection 3.1, using as \( Q \) and \( R \) the matrices given above:

\[
K_1 = (-2.86 \quad 100.9 \quad -3.3 \quad 42.4).
\]

The process is repeated to compute the 15 remaining \( K_i \) gains for the rest of the states defined by \((A_i, B_i)\), which are obtained from the fuzzy rules.

Finally, by means of the defuzzification process (17), the fuzzy feedback gain is computed as \( K_{FZ} = (3.16 \quad 100.5 \quad -4.28 \quad 26.74) \). In addition, it can be proved that for this system, a matrix \( P \) of the form:

\[
P = 10^{-8} \begin{pmatrix}
0.037 & -0.108 & 0.002 & -0.004 \\
-0.108 & 0.807 & 0.003 & 0.005 \\
0.002 & 0.003 & -0.005 & -0.007 \\
-0.004 & 0.005 & -0.007 & 0.015
\end{pmatrix},
\]

satisfies the conditions of stability of the theorem given in subsection 3.2.1.

### 4.2 Double rotary inverted pendulum

The double rotary inverted pendulum consists of two links attached to a rotary arm (Figure 1, right). Again \( \theta \) is the angle that the rotary arm forms with the \( X \) axis, \( \alpha \) is the angle that the link at the bottom forms with the vertical axis and \( \gamma \) the angle of the link at the top. The generalized coordinates of system \( q_i \) are then \( (q_1 \ q_2 \ q_3) = (\theta \ \alpha \ \gamma) \). Replacing this in equations (5)-(6) for \( n = 2 \), it yields to,

\[
\begin{align*}
\dot{\theta}(h_1 + h_4 \sin^2 \alpha + h_6 \sin^2 \gamma + 2h_5 \sin \alpha \sin \gamma) + \\
\alpha(h_2 \cos \alpha) + \gamma(h_3 \cos \gamma) &= \tau - D_0 \dot{\theta} + \alpha^2 \dot{h}_2 \sin \alpha + \\
\dot{\gamma}^2 h_3 \sin \gamma - \alpha \dot{\theta}(2h_4 \sin \alpha \cos \alpha + 2h_5 \sin \gamma \cos \alpha) - \\
\gamma \dot{\theta}(2h_5 \sin \alpha \cos \gamma + 2h_6 \sin \gamma \cos \gamma) \\
(21)
\end{align*}
\]

\[
\dot{\theta}(h_2 \cos \alpha) + \dot{\alpha}(h_7) + \dot{\gamma}(h_5 \cos(\alpha - \gamma)) = \\
- D_1 \alpha - \dot{\gamma}^2 (h_5 \sin(\alpha - \gamma)) + \dot{\theta}(h_4 \sin \alpha \cos \alpha + \\
h_3 \sin \gamma \cos \alpha) + \dot{h}_5 \sin \alpha
\]

(22)

\[
\begin{align*}
\dot{\theta}(h_3 \cos \gamma) + \dot{\alpha}(h_5 \cos(\alpha - \gamma)) + \dot{\gamma}(h_9) = \\
- D_2 \dot{\gamma} + \dot{\alpha}^2 (h_5 \sin(\alpha - \gamma)) + \dot{\theta}(h_5 \sin \alpha \cos \gamma + \\
h_6 \sin \gamma \cos \gamma) + h_{10} \sin \gamma
\end{align*}
\]

(23)

where

\[
\begin{align*}
h_1 &= J_0 + \hat{L}_0^2 m_1 + \hat{L}_0^2 m_2, \\
h_2 &= L_0 L_1 m_2 + L_0 l_1 m_1, \\
h_3 &= L_0 l_2 m_2, \\
h_4 &= \hat{L}_1^2 m_2 + \hat{L}_1^2 m_1, \\
h_5 &= L_1 l_2 m_2, \\
h_6 &= \hat{L}_2^2 m_2, \\
h_7 &= J_1 + \hat{L}_2^2 m_2 + \hat{L}_1^2 m_1, \\
h_8 &= g(L_1 m_2 + l_1 m_1), \\
h_9 &= J_2 + \hat{L}_2^2 m_2, \\
h_{10} &= g l_1 m_2.
\end{align*}
\]

The values of the parameters can be found in 35.
4.2.1. Control design for the double rotary inverted pendulum

We can apply the LQR control of Subsection 3.1 to the linearized equations (21)-(22). The weight matrices are obtained from Bryson’s rules:

\[
Q = \begin{pmatrix}
8.16 & 0 & 0 & 0 & 0 \\
0 & 8.16 & 0 & 0 & 0 \\
0 & 0 & 8.16 & 0 & 0 \\
0 & 0 & 0 & 4 & 0 \\
0 & 0 & 0 & 0 & 4 \\
\end{pmatrix}, \quad R = 1,
\]

The feedback gain is \(K_{LQR} = (-2.86 \ 107.25 \ -270.63 \ -3.22 \ -1.44 \ -29.71)\).

For the fuzzy control, the 12 premise variables are now:

\[
\begin{align*}
z_{11} &= \cos \alpha \\
z_{21} &= \frac{\sin \alpha}{\alpha} \\
z_{31} &= \theta \sin \alpha \cos \alpha \\
z_{32} &= \theta \sin \gamma \cos \alpha \\
z_{33} &= \theta \sin \alpha \cos \gamma \\
z_{41} &= \dot{\alpha} \sin \alpha \\
z_{42} &= \dot{\gamma} \sin \alpha \\
z_{22} &= \sin \frac{\gamma}{\gamma}
\end{align*}
\]

Applying the procedure described for the rotary inverted pendulum, the resulting fuzzy feedback gain (FZ) is \(K_{FZ} = (-2.86 \ 91.64 \ -193.72 \ -6.26 \ -1.85 \ -24.00)\).

5. Simulation and experimental results and discussion

In order to test and compare these controllers, the model described in Section 2 has been simulated following 26. The different strategies have been implemented using the rotary inverted pendulum of Figure 1 (left) and the double chain pendulum of Figure 1 (right), and compared.

The experimental setup of the rotary inverted pendulum is showed in Figure 3. The power amplifier Quanser VoltPAQ transmits the voltage to the servo motor Quanser SRV02 which allows to actuate on the rotary arm. The measurements of the angles are sent to the computer through the data acquisition board Quanser Q8-USB. The applied controller running in the computer returns the input voltage that the power amplifier should give.

5.1. Results for the rotary inverted pendulum

First, the rotary inverted pendulum has been controlled using the three strategies presented in Section 4.1. In Figure 4 the simulation of the nonlinear model developed in Section 2 is depicted. First, a swing-up strategy based on the energy is used following the work of 3. Then the pendulum is stabilized using the three proposed techniques. In this way, we carry out fair comparison because the initial state should typically be the stable equilibrium position. We obtain that the maximum values of \(\alpha\) that allow the stabilization are 37.2o, 40.1o and 51.6o for the FSF control, the LQR regulator and the fuzzy controller, respectively.

In the first part of the simulation (Figure 4), the lines are overlapped until we switch on the stabilization control because the swing-up control is the same, as we said. Because of the larger region of attraction of the fuzzy control (dotted red), the number of swings is reduced and, in consequence, the pendulum is stabilized faster. It can be observed that the FSF control (dashed green line) suffers a great disturbance when it comes into action due to the effort to reach its maximum region of attraction. On the contrary, the LQR (solid blue) and fuzzy control (dotted red) keep the system stable even when the region of attraction is larger.

The three control strategies designed in Section 3 have been tested on a real inverted pendulum system. Figure 5 illustrates the evolution of \(\theta, \dot{\theta}, \alpha, \gamma, \dot{\alpha}\), and the applied control signal. It shows the behavior of the system when we switch from the swing-up law to the stabilization control at the maximum possible value of \(\alpha\). In the case of the fuzzy controller, this angle is 40.2o, 31.5o for FSF, and 34.3o for LQR. The fuzzy controller (dotted red) needs, as in the simulation, less swing-up movements due to its larger region of attraction.

If these results are compared with the simulation ones, we observe that the region of attraction results more conservative in the experimental plant. However, the control based on the Takagi-Sugeno model still provides larger region of attraction than the other controllers.

In addition, the settling time and the average steady state error are similar to the FSF and the
LQR controllers, only the maximum overshoot is larger because of the need of a bigger thrust. Table 1 summarizes the results obtained with the three controllers in terms of the system response.

Table 1. System response characteristics for the implemented controllers in the real rotary inverted pendulum.

<table>
<thead>
<tr>
<th></th>
<th>FSF</th>
<th>LQR</th>
<th>Fuzzy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settling time (s)</td>
<td>0.28</td>
<td>0.33</td>
<td>0.29</td>
</tr>
<tr>
<td>Overshoot (rad)</td>
<td>0.18</td>
<td>0.22</td>
<td>0.35</td>
</tr>
<tr>
<td>Av. Steady state error (%)</td>
<td>0.008</td>
<td>0.012</td>
<td>0.009</td>
</tr>
</tbody>
</table>

5.2. Results for the double rotary inverted pendulum

The Takagi-Sugeno fuzzy model of the double rotary inverted pendulum (21)-(23) has been simulated.

The results of the system response for the LQR (dashed green) and fuzzy (dotted red) control strategies are presented in Figure 6. The maximum initial $\alpha$ for the LQR control is $14.5^\circ$ and for the control based on the Takagi-Sugeno fuzzy model is $17.1^\circ$. In Figures 6.a and 6.c we can observe how the rotary arm recovers the reference position faster with the fuzzy control. However, the resulting overshoot in position and velocity of the pendulum (Figures 6.b and 6.f) are larger. The input signal (Figure 6.g) of both controllers is similar but the region of attraction increases $17.3\%$ with the fuzzy control respect to the LQR control. This is a very good result for the robustness of the system.

6. Conclusions

In this paper we have presented a general form of the equations of motion of a rotary chain pendulum and the design of an intelligent controller based on a Takagi-Sugeno fuzzy model, which enlarges the region of attraction of the stabilization control of the chain pendulum.

This design has been applied to the rotary inverted pendulum and to the double rotary inverted pendulum, and compared to other feedback control strategies such as FSF and LQR.

From the experimental results with the real plant of the inverted pendulum, we can conclude that the region of attraction of the fuzzy model ($40.2^\circ$) is considerably larger than with the FSF control ($31.5^\circ$) or with the LQR control ($34.3^\circ$). Specifically, it provides an improvement of $27.6\%$ and $17.2\%$, respectively. These experimental results has been compared with the simulation ones, in which a larger region of attraction had been predicted for the fuzzy controller as well.

The fuzzy control has been also implemented in the double rotary inverted pendulum enlarging the region of attraction in $17.3\%$.

These results present a great applicability if we deal with very non-linear systems, where the region of attraction of classical controllers is not enough. For this reason, the application of fuzzy logic can be a way of making easier the swing-up control in complex inverted pendulum type systems.

Future works include the design of membership functions to maximize the region of attraction.
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Figure 4: Simulation of the states and input signal for the three stabilization control strategies: a) Position of the rotary arm (rad), b) position of the pendulum (rad), c) velocity of the rotary arm (rad/s), d) velocity of the pendulum (rad/s), e) input signal (V). FSF control with switch at $\alpha = 37.2^\circ$ (dashed green), LQR control with switch at $\alpha = 40.1^\circ$ (solid blue), fuzzy control with switch at $\alpha = 51.6^\circ$ (dotted red).
Figure 5: States and input signal in the experimental plant for the three stabilization control strategies: a) Position of the rotary arm (rad), b) position of the pendulum (rad), c) velocity of the rotary arm (rad/s), d) velocity of the pendulum (rad/s), e) input signal (V). FSF control with switch at $\alpha = 31.5^\circ$ (dashed green), LQR control with switch at $\alpha = 34.3^\circ$ (solid blue), fuzzy control with switch at $\alpha = 40.2^\circ$ (dotted red).
Figure 6: States and input signal in the stabilization of the double rotary inverted pendulum: a) Position of the rotary arm (rad), b) position of the bottom pendulum (rad), c) position of the top pendulum (rad), d) velocity of the rotary arm (rad/s), e) velocity of the bottom pendulum (rad/s), f) velocity of the top pendulum (rad/s), g) input signal (V). LQR control with initial $\alpha = 14.5^\circ$ (blue) and fuzzy control with initial $\alpha = 17.1^\circ$ (red).