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Abstract

Content-based recommender systems (CBRS) are tools that help users to choose items when they face a huge amount of options, recommending items that better fit the user’s profile. In such a process, it is very interesting to know which features of the items are more important for each user, thus the CBRS provides them higher weight. The Term Frequency-Inverse Document Frequency (TF-IDF) method is one of the most used for weighting of features, however, it does not provide the best results when the features are multi-valued. In this contribution, it is proposed a new method for obtaining the weights of the features by means of entropy and coefficients of dependency.
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1. Introduction

Recommender systems are used in different scenarios (web pages, e-commerce, tourism applications, etc) where users face a vast amount of options that can overwhelm them. Particularly, content-based recommender systems, CBRS¹,⁵,¹³,¹⁴ is a type of such systems, that uses the available information about the choices that the user made in the past. This information is used to build a user profile that represents the user’s preferences or necessities. Besides, a database of descriptive information about the items, in which each item is described by a set of features, is required. The basic functions of a CBRS consists of (i) updating the profile of each user (ii) filtering the available products with the user’s profile and (iii) recommending the products that better fit the profile.

Belkin and Croft³ proposed one of the first CBRS by using technology related to information retrieval¹⁶, such as Term Frequency-Inverse Document Frequency (TF-IDF) and Rocchio’s method. This system deals with the users’ profiles and item descriptions by using textual analysis, so that the features are words or terms that describe the items. In this way, each item is represented by a vector composition of ones and zeros that indicate whether a term appears or not in the text description of that item. Nevertheless, in a more general case, the features can be assessed by multi-valued variables or other domains, such as, numeric, linguistic.

The filtering process should consider that not all features are equally important. Obviously, when a user selects an item, he/she is watching some features that are important and ignoring others that are worthless to him/her. This consideration represents an implicit weighting of features which is subjective and different for each user.

The aim of this paper is to introduce a new method to obtain such weights in CBRS, where features can be assessed by multi-valued variables or in multiple domains,
by using the implicit ratings obtained from the users in the past. Thus, assigning weights to features, according to the weighting that the user has implicitly provided, the profile will be more useful in the recommendation process. Our proposal computes two measures for weighting each feature. First it is taken into account the entropy or amount of information for each feature, the more entropy the more weighting. Afterwards, it is considered the correlation (for quantitative features) and contingency (for qualitative features), between the user ratings and the values of the feature on the rated items, for each feature. The greater the relationship, the higher the weight for the feature.

This paper is structured as follows. Section 2 reviews necessary concepts for our proposal. Section 3 describes in further detail our proposal for weighting multi-valued features which is evaluated by a case study in Section 4. Finally, Section 5 points out some conclusions.

2. Previous works

This section reviews briefly the CBRS and the TF-IDF method for weighting of features.

2.1. Content-based Recommender Systems

CBRSs are based on item features, recommending items that are similar to those that a user liked in the past. Those systems use a database with a set of items $A = \{a_i, i = 1, \ldots, n\}$ described by a set of features $C = \{c_j, j = 1, \ldots, m\}$ defined each one in a domain $D_j$, so that each item $a_i$ is described by a vector $V_i = \{v_{ij} \in D_j, j = 1, \ldots, m\}$ (see Table 1).

<table>
<thead>
<tr>
<th>$c_1$</th>
<th>$c_j$</th>
<th>$c_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$v_{11}$</td>
<td>$v_{1j}$</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>$a_n$</td>
<td>$v_{nj}$</td>
<td>$v_{nj}$</td>
</tr>
</tbody>
</table>

For each user $u$, there is a set $A_u = \{a_i^u \in A, i = 1, \ldots, n_u\}$, where $a_i^u$ are the items chosen by the user $u$, and each item $a_i^u$ is assessed, $r_i^u \in D_u$ (implicit or explicit), by the user in an expression domain $D_u$ (see Table 2).

By means of the user’s information, the CBRS computes a user profile $P_u$, that represents the user preferences, and a weighting vector $W_u$, that includes the weights of each feature according to their relevance in the user’s needs:

- $P_u = \{p_j^u \in D_j, j = 1, \ldots, m\}$ are the values for each feature that better fix the user’s preferences. They can be obtained from different ways.
- $W_u = \{w_{j}^u, j = 1, \ldots, m, 0 \leq w_{j}^u \leq 1\}$ are the weights that show the relevance of each feature, according to user’s needs.

<table>
<thead>
<tr>
<th>$c_1$</th>
<th>$c_j$</th>
<th>$c_m$</th>
<th>$R_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1^u$</td>
<td>$v_{11}^u$</td>
<td>$v_{1j}^u$</td>
<td>$v_{1m}^u$</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>$a_n^u$</td>
<td>$v_{nj}^u$</td>
<td>$v_{nj}^u$</td>
<td>$v_{nm}^u$</td>
</tr>
</tbody>
</table>

The performance of a CBRS consists of the following phases:

1. Acquisition of the features of the items and users’ profiles. The system calculates the user profiles by analysing the user ratings and the item description of the rated items, obtaining the implicit preference of the user over the item features. This task must be done periodically to keep the user profiles up to date.

2. Filtering process. For each item and feature, the system calculates the similarity with the user profile. The values obtained are then aggregated to obtain the similarity of the user profile with each item.

3. Recommendations. The system selects the most similar items to user’s necessities.

2.2. Weighting of Features in CBRS

In most of the cases, the users take into account different item features with different strength. To incorporate this into the recommendation process, feature weighting is considered. In the literature, there are different methods of weighting of features in CBRS which deal with textual descriptions, i.e., the item features are keywords that describe the items. These systems perform the weighting of features by using the TF-IDF (Term Frequency - Inverse Document Frequency) method. This
Weighting of features in content-based filtering

The CBRS with weighting of features builds the user profile by using implicit ratings inferred from past items used by the user. The assessments for the features will depend on the existence or absence of certain terms in the item description. Therefore, given a feature and an item, the profile can take two values: 1 if the feature exists, 0 otherwise.

The filtering process looks for the most suitable items for a user by matching the user profile and the items description. The more relevant is a feature for the user, the higher the weight applied to it in the matching process. The TF-IDF has been used to compute the relevance of each feature f for a user u by means of the following equation:

\[ W(u, f) = FF(u, f) \times IUF(f) \] (1)

The relevance of the feature f for the user u is obtained as the product between two factors:

1. A quantification of the intra-user similarity FF (feature frequency), which indicates the characteristic frequency of f for the user u.

2. A quantification of the inter-user dissimilarity IUF (inverse user frequency), which provides a higher value to the distinctive characteristics, i.e. the least repeated in the set of users.

Commonly, the factor FF(u, f), is computed by using the number of times that the feature f appears in the items that the user u has rated positively. The second factor, according to the TF-IDF scheme, is computed as

\[ IUF(f) = \log \frac{|U|}{|U_f|} \] (f)

being |U_f| the number of users that have rated positively any item that has the feature f, and |U| the total number of users registered in the system.

This method for feature weighting is useful in CBRS that deals with binary features based on text descriptions, such as multivalued features, the previous approach can be improved.

The problem of weighting multivalued features has been managed in other areas such as, information retrieval and machine learning. Nevertheless, this problem has been poorly performed in recommender systems. Therefore, the aim of this proposal is to deal with the weighting of multivalued features in CBRS.

3. Weighting of Features based on Entropy and Dependency Measures

When items are described by means of multivalued features, classical methods for feature weighting such as, TF-IDF do not provide successful results. TF-IDF deals with boolean features, therefore, when multivalued features appear, they must be transformed into boolean features. Let us suppose a set of items A = \{a_1, a_2, a_3, a_4, a_5, a_6\} assessed by using multivalued features as shown in Table 3. To apply TF-IDF method, the multivalued features are transformed into boolean features as shown in Table 4. This transformation has two problems:

- Oversize of user profiles. As can be seen, comparing Tables 3 and 4, the dimensionality of data used in boolean models can be very high when features take a large number of different values. This problem implies low efficiency and high storage needs.

- Loss of information. In boolean models, the information provided by features defined in ordered domains is lost. For instance, let “publishing year” be a feature of a song. If the user has only rated songs published in 1962 and 1964, the similarity between a song published in 1963 and the user profile will be zero. This way, the system is wasting valuable information: the numeric order that provides the feature “publishing year”.

<table>
<thead>
<tr>
<th>Style</th>
<th>Language</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>a_1</td>
<td>Jazz</td>
<td>1962</td>
</tr>
<tr>
<td>a_2</td>
<td>Pop</td>
<td>1960</td>
</tr>
<tr>
<td>a_3</td>
<td>Pop</td>
<td>1962</td>
</tr>
<tr>
<td>a_4</td>
<td>Jazz</td>
<td>1962</td>
</tr>
<tr>
<td>a_5</td>
<td>Jazz</td>
<td>1960</td>
</tr>
<tr>
<td>a_6</td>
<td>Pop</td>
<td>1962</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Style</th>
<th>Language</th>
<th>Spanish</th>
<th>French</th>
<th>1960</th>
<th>1962</th>
</tr>
</thead>
<tbody>
<tr>
<td>a_1</td>
<td>Jazz</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>a_2</td>
<td>Pop</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>a_3</td>
<td>Pop</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>a_4</td>
<td>Jazz</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>a_5</td>
<td>Jazz</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>a_6</td>
<td>Pop</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
To overcome previous limitations, we propose a new method for feature weighting in CBRS that deals with items described by multivalued features, numeric or nominal. The proposed method works directly with multivalued features without any transformation by using the information of the features defined in ordered domains and reducing the dimensionality of user profiles. It is based on the TF-IDF scheme, since the weight of a feature is obtained as the product between two factors, the inter-user dissimilarity and intra-user similarity of such a feature. To obtain these factors, we propose the following measures:

- **The amount of information provided by each feature to assess the inter-user dissimilarity**: Multi-valued features can provide different amount of information. The greater the domain that a feature is defined on, the higher the relevance of such a feature. We propose the use of entropy to compute the amount of information that a feature can provide.

- **The correlation between user ratings and feature values to assess the intra-user similarity**: Given a feature and a set of items experienced by a user, a high correlation between user ratings and feature values, for this set of items, means a high relevance of such a feature.

The proposal uses the data structure showed in Tables 1 and 2. So, the new system will work with two sets of vectors: item descriptions $V_i^u = \{v_{ij}^u, j = 1, \ldots, m\}$ (rows in Table 2) and feature descriptions $V_j^u = \{v_{ij}^u, i = 1, \ldots, n_u\}$ (columns in Table 2).

To assess the correlation between user ratings and feature values, two classes of features must be distinguished: numeric and nominal. Obviously, the measures must be different because there is a clear difference between them: usually, numeric domains are ordered and nominal ones are not. Therefore, in this proposal, a correlation measure is used for numeric features and a contingency measure for nominal features.

1. **Calculation of inter-user dissimilarity**: it shows which features are more relevant to the user. It computes the entropy $H_j$ for each feature $c_j$, the greater the value of the entropy, the greater the relevance of such a feature.

2. **Calculation of intra-user similarity**: given a set of items that the user has experienced in the past, the system computes the correlation between the ratings that the user provides to these items, and the feature values on this set of items. Let $c_j$ be a feature and $u$ be a user. A coefficient of dependency $DC_{uj}$ is computed between the user’s ratings, $R_u = \{r_i^u, i = 1, \ldots, n_u\}$, and the assessments of the feature $c_j$ in the items rated, $V_j^u = \{v_{ij}^u, i = 1, \ldots, n_u\}$. The way of computing this value depends on the nature of the features:

   - Correlation coefficient for numeric features.
   - Contingency coefficient for nominal features.

3. **Calculation of weights**: Finally, the weight for each feature is obtained combining its entropy $H_j$ and its coefficient of dependency $DC_{uj}$.

These phases are explained in further detail in the following sections.
3.1. Inter-user dissimilarity

Its aim is to look for features that allow finding out the tastes or necessities of the user to recommend items that better suit his/her preferences. Therefore, diversity measures are good to assess the discriminating capability of features, i.e., features with a higher number of different values provide higher discrimination than features with few values. There are several diversity measures in the literature. The most common ones are the Simpson index and the Shannon diversity index, so called Shannon Entropy. The Simpson index provides more importance to features with a high number of values, so it is focused on having big groups of values, giving less by importance to infrequent values. The Shannon Entropy provides importance to features with great amount of different values but also takes care of the distribution of these values, having the maximum value when the distribution of the values is uniform. These reasons lead us to use the Shannon Entropy to assess the inter-user dissimilarity.

The Entropy is defined as follows.

**Definition 1**  
It is defined as the average amount of information, measured in bits, which contains a random variable. Let \(x\) be a random variable, its entropy is:

\[
H(x) = - \sum_i p(x_i) \log_2(p(x_i))
\]

being \(p(x_i)\) the probability of the value \(x_i\).

In the search process of items similar to a given user profile, the features with higher entropy are most interesting and have a higher weight. Therefore, when a user assesses an item, positively or negatively, the information provided to the system depends on the entropy or amount of information provided by each feature. The higher entropy, the higher weight. For example, let \(c_1\) and \(c_2\) be two features (see Table 5). In this case the weight for the feature \(c_2\) should be higher than the weight for the feature \(c_1\), because it provides more information to the system due to the number of different values it can take.

<table>
<thead>
<tr>
<th>(c_1)</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_5)</th>
<th>(a_4)</th>
<th>(a_6)</th>
<th>(a_7)</th>
<th>(a_8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_2)</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

This phase is offline, because it is carried out without the interaction of the user.

For each feature \(c_j\), the system computes the entropy \(H_j\), and the normalized entropy \(H_j^* \in [0,1]\) as follows:

\[
H_j = -\sum_{k_j} f_{kj}/n \log_2(f_{kj}/n)
\]

\[
H_j^* = \frac{H_j}{\sum H_k}
\]

being \(\{k_j\}\) the set of values that takes the feature \(c_j\), \(f_{kj}\) the frequency of the value \(k_j\) in the whole set of items \(A\), and \(n\) the total number of items. This calculation considers \(\log(0) = 0\), hence the values whose frequency is 0 do not affect the result.

The value \(H_j^*\) indicates the normalized amount of information that the attribute \(c_j\) provides to the system. For example, for an attribute that only takes two values and is equally distributed, its entropy \(H\) will be 1, i.e., provides information about one bit. While, another attribute that takes 16 different values gives about 4 bits of information. The entropies are normalized in \([0,1]\) dividing by the sum of the entropies, hence the system gives a higher weighting to features with a higher amount of information.

3.2. Intra-user similarity

In this phase the system measures the contingency or correlation between the user’s ratings on a set of experienced items and the values of a feature \(c_j\) on this set of items. If there is a dependency between these variables, it suggests that such a feature is important for the user. There are several measures to obtain this factor. We distinguish between numeric and nominal features.

For numeric features a correlation index can be used to measure its dependency. The most common ones are Pearson and Spearman correlation coefficient. We will use the Pearson coefficient because of its ability to detect inverse relationships between variables, which the Spearman one cannot reveal.

For nominal features, it is computed a dependency measure by means of contingency indexes. To do so, there are different coefficients such as, Karl Pearson Contingency Coefficient and Cramer V Coefficient. The Karl Pearson Coefficient presents a problem since, although the relation between two variables can be perfect, the index could not ever raise to the value 1. Nevertheless, the Cramer V coefficient does not have this problem and it is adequate for the proposed method.
Definition 2. The Pearson correlation coefficient is a statistical index that measures the linear relationship between two variables. Unlike the covariance, the Pearson correlation is scale-independent of the scale of measurement of variables. The computation of the coefficient of linear correlation is obtained by dividing the covariance by the product between standard deviations of both variables.

\[ r = \frac{\sigma_{XY}}{\sigma_X \sigma_Y} \]  

(4)

where \( \sigma_X \) and \( \sigma_Y \) are the standard deviation of variable \( X \) and \( Y \); \( \sigma_{XY} \) is the covariance of \( X \) and \( Y \) values; \( x_i \) and \( y_i \) are the \( i \)-th values of variable \( X \) and \( Y \); and \( n \) is the number of values of the variables.

An interesting property of the Pearson Correlation Coefficient is that it is unaffected by linear transformations. This property tackles directly the problem of different rating scales for different users, e.g., a user rates products according to the same variables for qualitative features, \( V \), and dependence coefficient, \( D \), will be bounded in the interval \([0,1]\), therefore, the dependence coefficient \( DC \) will be bounded in that interval, being the value 1 the maximum dependence degree.

Therefore, the dependence coefficient \( DC \), between the ratings provided by the user \( u \) over a set of items and the values of the feature \( j \) for each product is given by the following expression,

\[
DC_{u,j} = \left\{ \begin{array}{ll}
|PCC_{u,j}| & \text{if } c_j \text{ is quantitative} \\
V_{C_{u,j}} & \text{if } c_j \text{ is qualitative}
\end{array} \right.
\]

(6)

being \( PCC_{u,j} \) the Pearson correlation coefficient according to the variables \( R_u \) and \( V_j \).

\[
PCC_{u,j} = \frac{\sum_{i=1}^{n} r_{ui} v_{ij} - \frac{\sum_{i=1}^{n} r_{ui} \sum_{i=1}^{n} v_{ij}}{n}}{\sqrt{\left( \sum_{i=1}^{n} (r_{ui})^2 - \frac{(\sum_{i=1}^{n} r_{ui})^2}{n} \right) \left( \sum_{i=1}^{n} (v_{ij})^2 - \frac{(\sum_{i=1}^{n} v_{ij})^2}{n} \right)}}
\]

(7)

and \( V_{C_{u,j}} \) is the Cramer V contingency coefficient according to the same variables for qualitative features,

\[
V_{C_{u,j}} = \sqrt{\frac{\sum_{k=1}^{n} \sum_{j=1}^{n} \frac{(f_{ku,kj})^2}{n_k n_j} - \frac{(\sum_{k=1}^{n} f_{ku,kj})^2}{n_k \sum_{j=1}^{n} n_j}}{n_k \min(|D_k|, |D_j|)}
\]

(8)

being \( k_u \) and \( k_j \) indexes for the set of different values in \( R_u \) and \( V_j \) respectively, \( f_{ku,kj} \) are the frequencies of values indexed by \( k_u \) and \( k_j \) respectively and \( f_{ku,kj} \) is the frequency of simultaneous occurrences of the two values indexed by \( k_u \) and \( k_j \).

The Pearson coefficient is bounded on the interval \([-1,1]\) providing information on the degree of dependence and the type of dependence, direct or inverse. Due to the type of dependence is not important for the intra-user similarity, we take the absolute value, thus the result is in the interval \([0,1]\). The Cramer V is also bounded in \([0,1]\), therefore, the dependence coefficient \( DC \), will be bounded in that interval, being the value 1 the maximum dependence degree.

3.3. Calculation of features weights

Once the normalized entropy \( H_i^j \) and dependence coefficient \( DC_{u,j} \), have been obtained, it is computed the weight for each feature \( j \) by means of the product between both factors according to the formula (1),

\[
w_j^u = DC_{u,j} \cdot H_i^j
\]

(8)
To normalize the weights vector \( \{w_i\} \), it is necessary to satisfy the property \( \sum w_i = 1 \), hence the final weights vector \( W^*_u \) is obtained as follows,

\[
W^*_u = \{ w^*_u j \mid j = 1, \ldots, m, \ w^*_u j = \frac{w^*_j}{\sum_i w^*_i} \} \quad (9)
\]

4. Evaluation: a case study

This section presents a case study to validate the proposed method by using the MovieLens dataset, and carries out a comparative analysis among different basic methods for CBRS.

The aim of this task is to study whether the proposed method improves the other popular algorithms by analyzing their effectiveness and efficiency. To perform the study case, two type of evaluations can be carried out: online and offline. We have performed an offline evaluation, because its cost is lower and there are many public datasets that can be used.

In the experiment performed, the proposed method is compared with the following ones:

- Boolean model for CBRS without feature weighting, using as similarity measure the cosine coefficient \(^{(12)}\), (Boolean-Cos).
- Boolean model for CBRS with feature weighting using a scheme based on TF-IDF\(^{(11,14)}\), (Boolean-TF-IDF).

4.1. Description of the dataset

The algorithms of recommender systems need a dataset that gathers the user interaction with the system. This interaction is, in the most of the cases, a set of products and the ratings that users provide to each product.

There are many available datasets that can be used for recommender systems. The dataset used in this experiment is pulled out of the system MovieLens, developed by the research group GroupLens Research, of the University of Minnesota. This system offer the possibility of rate movies by users and afterwards it can make suggestions to them by using collaborative filtering algorithms.

The dataset consists of tuples \(<u, v, r, c, g>\), where a rating is an integer between 1 and 5, being 1 the worst rating for a movie and 5 the best one. Taking into account that the algorithms considered for this case study are CBRS, it is necessary to complete the information provided by the dataset with information that describes the products’ content. The descriptive information of the movies has been obtained from IMDB\(^{(1)}\) considering the following features:

- Gender: Categorical feature with 25 distinct values.
- Director: Categorical feature with 3.999 distinct values.
- Country: Categorical feature with 70 distinct values.

We have selected users that have rated at least 15 movies. Therefore, the dataset contains 9.773 movies, 69.878 users and 9.464.734 ratings. This way, the dataset has a sparsity of 98.6%.

4.2. Experiment

To perform the experiment, the protocol K-fold cross validation \(^{(6)}\) is applied. In this experiment, a Cross Fold Validation with \( k = 5 \) is performed. To ensure that the results are meaningful, this validation protocol has been executed 50 times.

Different evaluation measures can be applied to evaluate how the algorithms are performing. In this experiment, the measures used are Precision, Recall and \( F_\beta - score \)\(^{(17)}\), which are defined below:

\[
\begin{align*}
\text{Precision} &= \frac{tp}{tp + fp} \quad (10) \\
\text{Recall} &= \frac{tp}{tp + fn} \quad (11)
\end{align*}
\]

\[
F_\beta - score = (1 + \beta^2) \frac{\text{Precision} \times \text{Recall}}{\beta^2 \times \text{Precision} + \text{Recall}} \quad (12)
\]

being \( tp \) the number recommended items that are relevant, \( fp \) the number of recommended items that are not relevant and \( fn \) the number of recommended items that were left out by the system but are relevant.

Before applying these measures, it is necessary to fix a relevance criteria to decide whether a product is relevant for a user. Taking into account that the ratings are integer values between 1 and 5, the relevance criteria chosen

\[\text{http://www.movielens.org}\]
\[\text{http://www.imdb.es/}\]
for this experimentation considers a product rated with a value greater than or equal to 4 means the user liked the product, therefore, is relevant.

To evaluate the efficiency of the algorithms, it has been analyzed the time the algorithms take to build the model and obtain recommendations for a user.

The algorithms have been implemented by using the programming language JAVA, and the execution of the algorithms has been performed in a computer with CPU Intel Core i3-2600 CPU @ 3.40 GHz with RAM size of 8GB.

4.3. Results

Once the experiments has been described, its results are shown. A comparative analysis among the three models pointed out previously has been carried out by using the precision, recall and $F_1$-score, according to the number of recommendations that the recommender system provides to the user.

Figure 2, shows the precision (Eq. 10) for different number of recommendations. As can be seen, the weighting of features, introduced in TF-IDF and EntropyDependence methods, improves the results of Boolean-Cos, which do not perform weighting of features. If we compare the approaches TF-IDF and EntropyDependence, it can be seen that EntropyDependence obtains better results when the number of recommendations provided by the system is lower than or equal to 4. This indicates that the proposed method is suitable when the user receives a short list of recommendations.

Figure 3, shows the recall (Eq. 11) for different number of recommendations and similarly to the results obtained for precision, our proposal improves Boolean-Cos approach for all values of number of recommendations.

Figure 4, shows $F_1$-score of the algorithms according to number of recommendations.
and TF-IDF when the number of recommendatino is lower than or equal to 4.

In Figure 4, is shown the $F_1$ score measure (Eq. 12) for different number of recommendations. The results obtained by using the proposed method outperforms Boolean-Cos for all number of recommendations and TF-IDF when the number of recommendations is lower than or equal to 4.

It has been also analyzed the time for building the model of the CBRS and the time for computing recommendations to a user.

Figure 5 shows the model building time. The TF-IDF method takes four times more than our method and Boolean-Cos method, because the computation of the Inverse Document Frequency takes it $O(n \cdot m)$, where $n$ is the number of boolean features, and $m$ is the number of users in the system. The Boolean-Cos method is the fastest one, because it does not compute feature weights.

Figure 6 shows the average recommendation time for a user. This measure is the response time of the algorithm. In this case, the proposed method improves to Boolean-Cos and TF-IDF methods due the high dimensionality of the profiles, i.e., the Boolean-Cos and TF-IDF need to compute the similarity with larger profiles. This is caused by the transformation of the multivalued features into boolean features, e.g., in the dataset used in the experimentation, the items have 4 features that are transformed into 4000 boolean ones, because each boolean feature corresponds with a different value of the original feature.

This evaluation shows that the proposed model improves smoothly the effectiveness of the classic algorithms for CBRS with multivalued features. In addition, the efficiency obtained with the proposed model is better than the TF-IDF model both in the model building and in the delivering of recommendations.

### 5. Conclusions

The methods for weighting of features improve the results in content-based recommender systems. TF-IDF method is the most used method and it obtains successful results with boolean features. Nevertheless, it presents some drawbacks when the recommender system deals with multi-valued features or different information domains. In this contribution we have proposed a new method for computing feature weights in content-based recommendation systems, where features can be quantitative or qualitative. This method is based on two factors: intra-user similarity and inter-user dissimilarity. The former is computed by using Pearson correlation for quantitative features and Cramer V for qualitative ones. The latter is computed by means of entropy that measures the amount of information of each feature. Finally, we have evaluated the proposed method by using a dataset of movies and we have obtained successful results both in effectiveness and efficiency.
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