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Abstract

For good security and large payload in information hiding, matrix embedding is a popular method for increasing the  
embedding efficiency. This paper analyzes the security of matrix embedding against cryptanalytic attacks. The  
secrecy security of matrix embedding using information theory under the conditions of known-cover attack and  
chosen-stego attack is studied. After that, the unicity distance of the key, message equivocation and the relationship  
among wet ratio, embedding rate and key equivocation for the wet paper channel are given through analyzing the  
key model under the known-cover attack condition. Furthermore, an effective differential attack to matrix  
embedding under chosen-stego attack condition is proposed. The results of analysis show that the matrix  
embedding is not secure enough with respect to cryptographic secrecy against the stronger adversaries.  
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key equivocation

1. Introduction

The Internet of things (IoT) is a large network which integrates the current devices including Radio Frequency  
Identification (RFID) devices, sensors and other equipments and services etc. The IoT has an effect on the  
security and privacy of the involved stakeholders. In [1] and [2], the current technological and their effect on the security,  
privacy, and governance of IoT are discussed. With the extensive application of RFID technology, particularly people pay more and  
more attention to its security and privacy issues. Currently, security issues have become major factors which impede the large-scale applications of RFID technology. Security and privacy in RFID systems have been defined as  
[3].

Information hiding is one of the hot spots in the domain of information security, of which steganography and watermarking are  
the main branches. In recent years, information hiding techniques have been introduced to enhance the security of RFID systems. In [4],  
ID Modulation is used to embed a bit stream representing sensor information in a standards-compliant RFID channel, which is backward compatibility with pre-existing standards and hardware. In [5], a novel watermarking based on tamper detection solution for low cost RFID passive tags which use the 32 bit kill password as the cover medium is proposed. Most previous applications of information hiding (eg matrix embedding) have emphasized either concealment security (as in steganography) or robustness to removal (as in watermarking). For good security and large
payload in steganography, it is desired to embed as many messages as possible per change of the cover-object, i.e., to have high embedding efficiency.

Matrix embedding is the most popular method for increasing the embedding efficiency. Matrix embedding was firstly proposed by Crandall in [6], applied in F5 algorithm [7] and systematically investigated in [8,9]. In recent years, many matrix embedding methods based on structured covering codes [10,11] or random linear codes [12,13] have been reported to increase the embedding efficiency and enhance the concealment security of steganography.

Traditionally, steganography only consider the concealment security of matrix embedding, i.e., how to resist the detection from the attacker in [14]. However, after determining the stego image, the attacker will further try to recover the stego key and extract the hidden messages, which will produce enough evidence in support of the existence of steganography. We call the ability of steganography to protect the stego key and message content as secret security.

Phillip firstly studied the secrecy security of matrix embedding under the condition of stego-only attack in [15]. Based on message equivocation and key equivocation, he studied the secrecy security of matrix embedding under various key models. So far, recent work in matrix embedding mainly focused on the security under the condition of stego-only attack.

Note that recovering the stego key or extracting the hidden messages is a very difficult problem, which is impossible unless the attacker get enough conditions, such as all details of the steganographic algorithm, many stego images generated from one common cover or the cover itself. In fact, the secret security of steganography is similar to the security of cryptography. According to the Kerckhoffs' principle, if the attacker can get some information base on any other assumption except knowing the key, such security is not reliable.

Therefore, it is necessary to consider the secrecy security of steganography under strong attack conditions, such as the known-cover attack, because we cannot build secret security by supposing that the attack cannot get the cover. In practice, the condition of known-cover is possible. For instance, if the attacker obtains the computer of the steganographers, e.g., the case of Russian spies in [16, 17], he may get the stego systems, the cover images and the stego images. After obtaining the cover, it is easy for the attacker to detect the existence of the steganography, but it is still hard to recover the stego key and extract the hidden message. Therefore, the secrecy security of matrix embedding under the stronger attack condition, such as known-cover should be considered by both steganographers and attackers.

In this paper, we discuss the secrecy security of matrix embedding against cryptanalytic attacks. Based on the results in [15], we further study the secrecy security of matrix embedding using information theory under the condition of known-cover attack and chosen-stego attack.

The contributions of this paper lie in the following three aspects:

(i) To the best of our known, this paper firstly studies the secrecy security of matrix embedding under the condition of known-cover attack which has become a real-world steganalysis under some special attacking conditions.

(ii) For wet paper channel, this paper shows the relationship among wet ratio, embedding rate, and key equivocation for the wet paper channel under the known-cover attack condition.

(iii) This paper presents an effective differential attack to matrix embedding under chosen-stego attack, which can recover the key by using some groups of differential equations.

The rest of this paper is organized as follows. Section 2 introduces the concepts of matrix embedding and wet paper codes, as well as some notations used in this paper. All
main results are in Section 3. Section 4 summarizes this paper briefly.

2. The Presentation of Problem

2.1. Symbols

Throughout the text, italic capital letters denote random variables, and boldface small letters denote the instances of random variables. Let $\Sigma$ be the finite set of letters, $\Sigma^n$ be a sequence of $\Sigma$, the length of which is $n$. Note that $S$ is the cover sequence, $C$ is the stego sequence, $K$ is the shared key between the sender and recipient, $M$ is the secret message, $T$ is the way used to choose the embedding positions. Security referred behind represents the secrecy security.

Considering that both communication sides use matrix embedding to transfer secret message such as digital images, audios, and videos on the multimedia channel. Figure 1 demonstrates the flow chart of communication.

![Figure 1: Information hiding system using matrix embedding](image)

Assume that the sender wants to transfer binary message sequence $m(m \in F_2^n)$ with $q$ bits. The sender first maps the cover signals to a binary cover sequence $s(s \in F_2^q)$ with length $n$ such that $0 \leq q \leq n$ by using the encoding mapping. Thus, with a binary random matrix $k$ as the stego key, the sender embeds the message $m$ into $s$ and gets the stego sequence $c(c \in F_2^n)$, satisfy $m \cdot ke$. The stego sequence $c$ is then used to generate the stego signals. After receiving the stego signals, the recipient obtains the stego sequence $c$ by using the decoding mapping, and extracts the secret message $m$ by multiplying $c$ by the stego key $k$, such that $m \cdot ke$. For example, it is the common form of encoding mapping getting the Least Significant Bits (LSB) sequence of the cover signal, and using the stego sequence to take the place of the LSB sequence of the cover signal is the common form of the corresponding decoding mapping.

As for a good encoding mapping function, the $2^n$ instances of the covers are equiprobable. Assume that the message has been compressed, and then the $2^n$ instances of the message are equiprobable. The key $k$ is a random matrix on $F_2^{n \times n}$.

The entropy function is denoted by $H(\cdot)$ as follows

$$H(S) = \sum_{s \in \Sigma^n} \Pr(s) \log_2 \Pr(s).$$

The mutual information is defined as $I(\cdot)$, where

$$I(M, C) = \sum_{m \in \Sigma, c \in \Sigma^n} \Pr(m, c) \log_2 \frac{\Pr(m, c)}{\Pr(m) \Pr(c)}.$$

As for the zero-distortion channel, the channel capacity is defined as $C = I(M, C)$, and the information transfer rate is defined as $R = I(M)/n$. Define $I(M, C)$ as embedding redundancy. The unicity distance to a stegosystem is the number of signals needed by the attacker to make the expectation of the number of pseudo-keys equal to zero. The attacker maybe use only cipher texts or both cipher texts and plaintexts for different attacking conditions.

A binary $[n, k]$ matrix embedding $C$ is a linear subspace of $F_2^n$. Given the key $k$, define the rank of $k$ as $q$, and $k$ is full-rank. Then for any $b \in F_2^n$, the vector $g = kb \in F_2^n$ is called the syndrome of $b$. The set $C(m) = \{b \in F_2^n : m = kb \mod 2\}$ is called a coset. The cosets associated with different syndromes are disjoint. Therefore, there are $2^{2k}$ disjoint cosets, with each consisting of $2^k$ vectors. Let $w(s)$ be the Hamming weight of the vector $s$, and $d(s, e)$ be the Hamming distance between vectors $s$ and $e$. Let $e(m)$ be a coset leader, if $e(m)$ satisfy

$$w(e(m)) = \min \{w(b) : b \in C(m)\}.$$

2.2. Matrix embedding

Matrix embedding is a typical application of linear covering codes, which is proposed to improve the embedding efficiency of information hiding. Using matrix embedding, we can embed message $m$ with $q$
bits into a binary cover sequence $s$. The embedding algorithm $\text{Emb}(\cdot)$ is such that

$$\text{Emb}(s, m, k) = s + e(m - ks) = e.$$ 

The corresponding extracting algorithm $\text{Ext}(\cdot)$ is as follows

$$\text{Ext}(e, k) = ke,$$

where

$$ke = ks + ke(m - ks) = ks + m - ks = m.$$ 

Because $m$ follows the uniform distribution, the average change number needed for the embedding process is equal to the average Hamming weight of all the coset leaders of a code $C$. The average change number is equal to the average distance to code. The distance of two arbitrary code words of the same coset to the code is equivalent, both equal to the Hamming weight of any coset leader of the coset, i.e.

$$d(s, C) = d(e, C) = n(e).$$

Consequently, the average distance $R$ of all the code words is equal to the average number of embedding changes, i.e.

$$R = \frac{1}{2^n} \sum_{i \in F} d(s, C) = \frac{1}{2^n} \sum_{i = 1}^{2^n} n(e).$$

### 2.3. Wet paper codes

Wet paper codes were previously proposed as a tool for the construction of steganographic schemes with arbitrary (non-shared) selection channels. Using wet paper codes, the sender can embed message into a cover when the position of the cover is restricted to be not changed, while the receiver can extract message without the information of the restricted positions.

Assume that the sender chooses $l$ changeable bits $s_j$, $j \in L \subset \{1, 2, \cdots, n\}$, $|L| = l$, from a binary cover $s = (s_1, \ldots, s_n)$, while the remaining $n - l$ bits cannot be changed. The changeable position is called dry position and the unchangeable position is called wet positions. The sender embeds the message into $s$ by changing some $s_j, j \in L \subset \{1, 2, \cdots, n\}$ and gets $e$, which satisfy

$$ke = m.$$ \hfill (1)

Let $v = e - s$, then

$$kv = m - ks.$$ \hfill (2)

Since $n/l$ position of $s$ is not allowed to change, there are $l$ unknown $v_j, j \in L \subset \{1, 2, \cdots, n\}$, while the remaining $n/l$ values $v_j, j \notin L$, are zeros. Thus, we can remove $n/l$ unused columns from $k$ and denote the obtained matrix as $h$. We also remove $n/l$ unused elements from $v$, and denote the obtained vector as $u$. We get the following equation from (2)

$$hu = m - ks,$$ \hfill (3)

where $h$ is a binary $q \times l$ matrix and $u$ is an unknown $l \times 1$ binary vector. The encoding of wet paper codes is completed by solving (3). The wet rate of the cover is denoted as $\alpha_{\text{wet}} = (n - l)/n$, where $0 \leq \alpha_{\text{wet}} < 1$. The embedding rate of wet paper codes is denoted as $r_{\text{wet}} = q/l$. In fact, the random matrix embedding can be viewed as one of the special wet paper codes, of which the wet rate is 0.

### 3. Secrecy security analysis

The secrecy security of matrix embedding under the conditions of stego-only attack has been studied in [15]. This paper focuses mainly on the security under the conditions of known-cover attack and chosen-stego attack separately.

#### 3.1. Key equivocation

**Theorem 1**([15]) Under the condition of stego-only attack, the key equivocation function of matrix embedding is bounded as

$$I(K; C) \leq [q - H(M)] + [H(C) - H(S)].$$

Theorem 1 indicates that, under the condition of stego-only attack, if the embedded message has been compressed, i.e. $H(M) = q$, and the cover sequence obtained by the encoding mapping is random, i.e. $H(S) = n$, then $H(C) = n = H(S)$ and $I(K; C) = 0$. Here matrix embedding can achieve the perfect secrecy.

Now we extend Philip’s theorem to known-cover attack.

**Lemma 1.** Under the condition of known-cover attack, we have

$$I(T; K, C, S, M) \geq \phi(n, q) \geq 0,$$
where \( \phi(n, q) = q + \log C_q - \log \sum_{i=0}^{n} C_q^i C_q^{n-i} \).

**Proof.** Considering \( I(T; K, C, S, M) \), both the way of choosing embedding position \( T \) and the embedded message \( M \) are independent of the key \( K \), so the receiver can extract \( M \) using stego object \( S \) without \( T \). Thus, for any given \( S \), we have

\[
I(T; K, C, S, M) = I(T; C, S) = H(T) - H(T \mid C, S),
\]

where

\[
H(T) = \sum_{t \in T} \Pr(t) \log \frac{1}{\Pr(t)} = \log C_T^q.
\]

The information about the way of choosing embedding positions \( T \) can only be obtained by comparing the difference between the cover object \( C \) and stego object \( S \), consequently

\[
H(T \mid C, S) = \sum_{c \in C} \sum_{s \in S} \Pr(c \oplus s) H(T \mid c \oplus s) = \sum_{i=0}^{n} \Pr(u(c \oplus s) = i) H(T \mid u(c \oplus s) = i).
\]

Because \( c \) is random on \( F_2^q \), and the Hamming weight of \( c \oplus s \) is \( w(c \oplus s) \). Then

\[
\Pr(u(c \oplus s) = i) = \frac{C_i^q C_q^{n-i}}{\sum_{i=0}^{n} C_q^i C_q^{n-i} C_q^i 2^i} = \frac{C_q^i C_q^{n-i}}{C_q^n 2^i}.
\]

Hence

\[
H(T \mid u(c \oplus s) = i) = \log C_q^{n-i}.
\]

As \( \sum_{i=0}^{n} C_q^i C_q^{n-i} = 1 \), according to *Jensen Inequality* in [18], we have

\[
H(T \oplus s) = \sum_{i=0}^{n} \frac{C_q^i C_q^{n-i}}{C_q^n 2^i} \log C_q^{n-i} \leq \log \left( \sum_{i=0}^{n} \frac{C_q^i C_q^{n-i} C_q^{i} C_q^{n-i}}{C_q^n 2^i} \right) = \log \left( \frac{C_q^n \sum_{i=0}^{n} C_q^i C_q^{n-i} C_q^{i} C_q^{n-i}}{C_q^n 2^i} \right) = \log \sum_{i=0}^{n} C_q^i C_q^{n-i} = q.
\]

Then

\[
I(T; K, C, S, M) = H(T) - H(T \oplus s) \geq q + \log C_q - \log \sum_{i=0}^{n} C_q^i C_q^{n-i} = \phi(n, q).
\]

According to *Vandermonde Identical Equation* in [18], \( \sum_{i=0}^{n} C_q^i C_q^{n-i} = C_{q,n}^q \), for \( 0 \leq i \leq q \), we have

\[
0 = q + \log C_q - \log \sum_{i=0}^{n} C_q^i C_q^{n-i} < \phi(n, q),
\]

\[
\phi(n, q) < q + \log C_q - \log \sum_{i=0}^{n} C_q^i C_q^{n-i} = q.
\]

As a result, \( 0 \leq \phi(n, q) \leq I(T; K, C, S, M) \).

**Theorem 2.** Under the condition of known-cover attack, the key equivocation function of matrix embedding is bounded as

\[
I(K; S, C) \leq [H(C \mid S) - H(M)] - \phi(n, q).
\]

Specially, \( I(K; S, C) \) achieves the maximum value when \( q = n/2 \).

**Proof.** For the proof, firstly we have

\[
H(C, K, M, T, S)
= H(K, M, T, S) + H(C \mid K, M, T, S) - H(K, M, T, S)
\leq H(K) + H(M) + H(S) + H(T),
\]

At the same time,

\[
H(C, K, M, T, S)
= H(C) + H(S \mid C) + H(K \mid C, S) + H(M \mid K, C, S) - H(K, M, T, S)
\leq H(C) + H(S \mid C) + H(K \mid C, S) + H(T \mid K, C, S, M),
\]

As a result,

\[
H(K) + H(M) + H(S) + H(T)
= H(C) + H(S \mid C) + H(K \mid C, S) + H(T \mid K, C, S, M),
\]

and

\[
[H(S) - H(S \mid C)] + [H(K) - H(K \mid C, S)]
= [H(T) - H(T \mid K, C, S, M)]
= H(C) - H(M).
\]

As
\[
\begin{align*}
I(C, S) &= H(S) - H(S) \mid C) \\
I(K; C, S) &= H(K) - H(K) \mid C, S) \\
I(T, K, C, S, M) &= H(T) - H(T) \mid K, C, S, M),
\end{align*}
\]

we have
\[
I(C, S) + I(K; C, S) + I(T, K, C, S, M) = H(C) - H(M).
\]

Then, according to Lemma 1,
\[
\begin{align*}
I(K; C, S) &= H(C) - H(M) - I(C, S) - I(T; K, C, S, M) \\
&= H(C) \mid S - H(M) - I(T; K, C, S, M) \\
&\leq [H(C) \mid S - H(M)] - \phi(n, q).
\end{align*}
\]

For fixed \( n \), we obtain following conclusions.

(iv) When \( r \rightarrow 0 \) or \( r \rightarrow 1 \), the key equivocation achieves the maximal upper bound, which is close to the hidden capacity;

(v) When \( r \rightarrow 0.5 \), the key equivocation achieves the minimal upper bound.

We make a theoretical analysis of the relation between the embedding rate \( r_{\text{wet}} \) of wet paper codes and the key equivocation \( I(K; C, S) \) for different wet rate \( \alpha_{\text{wet}} \). Generally, we have

(vi) When \( 0.5 \leq \alpha_{\text{wet}} < 1 \), if \( r_{\text{wet}} = 1 \), the key equivocation achieves the minimum value; if \( r_{\text{wet}} \rightarrow 0 \), the key equivocation achieves the maximum value and is close to the embedding redundancy.

(vii) When \( 0 \leq \alpha_{\text{wet}} < 0.5 \), if \( r_{\text{wet}} = 0.5(1-\alpha_{\text{wet}}) \), the key equivocation achieves the minimum value; if \( r_{\text{wet}} \rightarrow 0 \), the key equivocation achieves the maximum value and is close to the embedding redundancy.

(viii) When \( \alpha_{\text{wet}} = 0 \), if \( r_{\text{wet}} = 0.5 \), the key equivocation achieves the minimum value; if \( r_{\text{wet}} \rightarrow 0 \), the key equivocation achieves the maximum value and is close to the embedding redundancy.

Theorem 2 indicates that the channel redundancy should be increased as much as possible to improve the secrecy of matrix embedding. In order to decrease the key equivocation, the sender should choose a suitable embedding rate according to the wet rate.

### 3.2. Unicity distance

**Theorem 3.** Under the condition of stego-only attack, unicity distance of the key \( k \), i.e., the expected number of stego signals \( N \) for determining the key, has the following lower bound

\[
N \geq \frac{H(K) - q}{H(C) - [H(M) + H(S)]}.
\]

**Proof.** According to Theorem 1,
\[
H(S) \mid K, C, T
= H(K) - H(K) \mid C) + I(T; K, C) + H(M) + H(S) - H(C),
\]
where \( H(S) \mid T, K, C \leq q \) and \( I(T; K, C) = 0 \).

Thus we have
\[
H(K) \mid C) = H(K) + H(M) + H(S) - H(C) - H(S) \mid T, K, C
\geq H(K) + H(M) + H(S) - H(C) - q.
\]

Denote \( N \) groups of stego objects as \( e^V = \{e_1, e_2, \ldots, e_N\} \), and then
\[
H(k \mid e^V) \geq H(K) + M[H(M) + H(S) - H(C)] - q.
\]

So we have
\[
\log(K^r + 1) \geq H(K) + M[H(M) + H(S) - H(C)] - q.
\]

At the same time,
\[
K^r \geq 2^{H(K) - q + M[H(M) + H(S) - H(C)] - 1}.
\]

So unicity distance is
\[
N \geq \frac{H(K) - q}{H(C) - [H(M) + H(S)]}.
\]

**Theorem 4.** Under the condition of known-cover attack, unicity distance of the key \( k \) is upper bounded as

\[
N \geq \frac{H(K)}{H(C) \mid S - [H(M) + I(T; K, C, S, K)].
\]

**Proof.** Denote \( N \) groups of covers and stego objects as \( s^V = \{s_1, s_2, \ldots, s_N\} \) and \( e^V = \{e_1, e_2, \ldots, e_N\} \) respectively. Given \( N \) pairs of covers and stego objects, the set of all the possible stego keys is
\[
\mathcal{K}(e^V, s^V) = \{k \in \mathcal{K} \mid \exists m_i \in \mathcal{M}, t_i \in \mathcal{T}, \text{Pr}(m_i) > 0 \text{ and } k e = m_i\}.
\]

And the expectation of the number of pseudo-keys is
\[
\overline{K}_r = \sum_{(e^V, s^V) \in \mathcal{C}(e^V, s^V)} \text{Pr}(e^V, s^V)(\mathcal{K}(e^V, s^V) - 1) \]
\[
= \sum_{(e^V, s^V) \in \mathcal{C}(e^V, s^V)} \text{Pr}(e^V, s^V)\mathcal{K}(e^V, s^V) - 1.
\]
We have
\[
H(K \mid e^v, s^v) = \sum_{(e^v, s^v) \in C} \Pr(e^v, s^v) H(K \mid e^v, s^v)
\]
\[
\leq \log \sum_{(e^v, s^v) \in C} \Pr(e^v, s^v) \cdot |K(e^v, s^v)|
\]
\[
= \log(K_p) + 1,
\]
and \(H(C \mid K, M, T, S) = 0\).

On the other hand,
\[
H(e^v, s^v, m^v, t^v, k) = H(s^v, m^v, t^v, k) + H(e^v \mid s^v, m^v, t^v, k)
\]
\[
= M[H(S) + H(M) + H(T)] + H(K).
\]

Thus,
\[
H(e^v, s^v, m^v, t^v, k) = H(s^v) + H(e^v \mid s^v) + H(k \mid e^v, s^v) + H(t^v \mid e^v, s^v, m^v, k)
\]
\[
\leq M[H(S) + H(M) + H(T)] + H(K) + H(k \mid e^v, s^v).
\]

From equation (7) and equation (8),
\[
H(k \mid e^v, s^v) \geq H(K) - M[H(S) + H(M) + H(T, M, C, S, K)].
\]

Then
\[
\log(K_p) + 1 \geq H(K) - M[H(C \mid S) - H(M) - H(T, M, C, S, K)].
\]

Consequently, the expected number of pseudo-keys is
\[
K_p \geq H(k \mid e^v, s^v) \geq 2^{H(K) - M[H(C \mid S) - H(M) - H(T, M, C, S, K)]} - 1.
\]

So unicity distance has following upper bound
\[
N \geq \frac{H(K)}{H(C \mid S) - [H(M) + H(T, M, C, S, K)]}.
\]

### 3.3. Message equivocation

**Theorem 5.** ([15]) Under the condition of stego-only attack, (1) The message equivocation of the uniform permutation model is \(I(M; C) = 2^{-n} q\). (2) The message equivocation of the Bernoulli key model with sufficiently large \(nq\) is \(I(M; C) = 2^{-nq} H_2(p)\), where \(H_2(p) = -p \log_2 p - (1 - p) \log_2 (1 - p)\) is the binary entropy function.

Now we extend Theorem 5 to known-cover attack model as follows.

**Theorem 6.** Under the condition of known-cover attack, the message equivocation function is bounded as
\[
I(M; S, C) \leq H(C \mid S) - [I(K; M, C) + \phi(n, q)],
\]
where \(\phi(n, q) = q + \log C_n - \log \sum_{i=0}^{n} C_i C_{n-i}^n\), and (1) For the uniform permutation model,
\[
I(K; M, C) = q - 2^{-n} q.
\]

**Proof.** We have
\[
I(M; S, C) = H(M) - H(M \mid S, C)
\]

And
\[
\]

From Equation (9) and Equation (10),
\[
I(M; S, C) = H(C \mid S) - I(K; M, S, C) - I(T; M, C, S, K).
\]

Thus,
\[
I(T; M, C, S, K) \geq \phi(n, q),
\]
\[
I(K; M, C) \geq I(K; M, C),
\]
\[
I(M; S, C) \leq H(C \mid S) - I(K; M, S, C) - \phi(n, q) \leq H(C \mid S) - I(K; M, C) - \phi(n, q).
\]

According to Theorem 2 in [15], for the uniform permutation model,
\[
I(K; M, C) = q - 2^{-n} q.
\]

Thus,
\[
I(M; S, C) \leq H(C \mid S) - q + 2^{-n} q - \phi(n, q).
\]
For the Bernoulli key model,
\[ I(K; M, C) \approx 2^{-n} q H_2(p). \]

Thus,
\[ I(M; S, C) \leq H(C \mid S) - 2^{-n} q H_2(p) - \phi(n, q), \]
where \( p = \Pr(K' = 1) = 1 - \Pr(K' = 0) \).

Theorem 6 indicates that for both the uniform permutation model and the Bernoulli key model, the message equivocation achieves the upper bound when the embedding rate \( r \to 0 \).

### 3.4. Differential attack

**Theorem 7.** Under the condition of chosen-stego attack, the attacker can recover the key by using \( n \) groups of differential equations.

**Proof.** Assume that by some way the attacker has already known that wet paper codes are used to transfer the secret message, and can be viewed as an encryption algorithm. Take the message block as plaintext and the stego block as cipher text, wet paper codes can be viewed as a block cipher, because the sender uses the same key \( k \) to encrypt different blocks of plaintexts. The only goal of the attacker is to recover the key \( k \). Assume that the attacker has already had many plaintext-cipher text pairs, and could choose the needful stego block \( e \) and the corresponding message group \( m \), which amounts to making a chosen-cipher text attack.

Then an attack is given under the above condition that some information of the key is obtained by using differential attack and a group of equivalent keys are found by solving a group of linear equations.

The following operations are discussed on \( F_2^* \). Because the attacker can choose stego objects, he can get two stego objects \( e_i \) and \( e_i' \), where \( e_i - e_i' = (1, 0, 0, \cdots, 0)^T \). Let the corresponding messages of two stego objects be \( m_i \) and \( m_i' \) separately, so differential equations can be obtained by
\[ k e_i - k e_i' = m_i - m_i'. \]

Since \( e_i - e_i' = (1, 0, 0, \cdots, 0)^T \), we have
\[ k (e_i - e_i') = k_{j,i} = m_i - m_i'. \]

Similarly, for \( e_i - e_i' = (0, 0, \cdots, 1, 0, \cdots, 0)^T \), we can get differential equations
\[ k_{j,i} = m_i - m_i', \]
where \( j = 1, 2, \cdots, n \). Because the attacker can get \( q \) bits of \( k \) by solving a group of equations, only \( n \) groups of differential equations need to be constructed, and then the key \( k \) is obtained.

For example, assume that the attacker wants to recover the key \( k \) of matrix embedding under the condition of chosen-stego attack, where
\[ k = \begin{pmatrix} 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 1 \end{pmatrix}. \]

Then the attacker could firstly choose two stego sequences \( e_i \) and \( e_i' \), where their differential vector is \( (1, 0, 0, 0)^T \). For instance, \( e_i = (1, 1, 1, 1)^T \) and \( e_i' = (0, 1, 1, 1)^T \). Then, find the corresponding message sequence of \( e_i \) and \( e_i' \). Note that \( m_i = (0, 1, 0)^T \) \( m_i' = (1, 1, 0)^T \). Finally, calculate \( m_i - m_i' = (1, 1, 0)^T \), where \( (1, 1, 0)^T \) the first group of is \( k \). Similarly, \( k \) can be completely recovered by 4 groups of differential equations.

Theorem 7 indicates that secrecy security of matrix embedding is weak under the condition of chosen-stego attack.

### 4. Conclusion

This paper studies the secrecy security of the matrix embedding schemes under the conditions of known-cover attack by concerning the message equivocation, key equivocation and unicity distance functions, as well as the relationship among the wet rate, embedding rate and the key equivocation. But it should be pointed out that the mimic cover can not be exactly estimated, and in fact, the restoration of cover object is a difficult problem in information hiding. We also point out that matrix embedding is not secrecy secure under the condition of chosen-stego attack. The current used schemes of fixed shared key for matrix embedding have weak secrecy security against stronger attackers.
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