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**Abstract.** General image matching method is faced with many problems like the selection of template and mismatching. In order to solve these problems, in this paper, general image matching method is improved based on contracting mapping principle, matching is implemented by finding the fixed point between images. The validity of the method is verified through experiments. The result shows that the improved method has higher accuracy, can avoid mismatching problem occurring in general method.

1. **Introduction**

In the process of computer vision recognition, it is often necessary to compare two or more images obtained by different sensors or the same sensor at the same time and under different imaging conditions to find the common scene in the group of images, or is based on the known pattern to another map to find the appropriate model, which is called image matching [1]. In general, due to different time, different sensors, different viewing angle of imaging conditions are different, so even for the same object, the image shown in the geometric characteristics, optical properties, spatial location will be very different, and noise And other interference will make the image very different, image matching is through these differences to find their similarities.

Image matching is also called scene matching or image matching [2]. The method is divided into two categories: one is based on gray correlation [3-5]; the other is feature-based matching [6-7]. The former mainly uses the one-dimensional or two-dimensional sliding template in the spatial domain for image matching. The difference between the different algorithms is mainly reflected in the selection of templates and related criteria. Generally, this method has high matching rate, but the computation is large and slow. The matching feature can be used as the matching unit, and the matching speed is fast, but the matching precision is not high. Based on the principle of contraction mapping, this paper proposes an improved matching method based on the traditional gray-level matching method. By matching the fixed points between the images, the feasibility of the method is proved by an example. High accuracy, can effectively avoid the phenomenon of mismatch and complex matching template selection process.

2. **Gray matching principle**

The general gray-level matching method is the normalized gray-level matching method. The basic principle is that a gray-scale matrix of a real-time image window with a certain size is matched with all the possible gray- According to a similarity measurement method for search and comparison [8].

In the case of an 8-bit image, the template \( t (m \times n \text{ pixels}) \) are translated on the search graph \( s (s\text{Height} \times s\text{Width} \text{ pixels}) \) (Fig.1). The sub-blocks covered by the template are called the search subgraphs \( s_{ij} \), \( i, j \) is the position of the subgraph in the search graph \( s \), the searchable range of the template on the search graph is

\[
1 \leq i \leq s\text{Height} - m
\]
1 ≤ j ≤ sWidth − n

Fig. 1 Search graph s and template t

By comparing the similarity between the template t and the search subgraph \( s_j \), the matching process is completed. The similarity is measured as follows:

\[
D(i, j) = \sum_{m=1}^{M} \sum_{n=1}^{N} \left[ s_j(m,n) - t(m,n) \right]^2
\]

\[
= \sum_{m=1}^{M} \sum_{n=1}^{N} s_j(m,n)^2 - 2 \sum_{m=1}^{M} \sum_{n=1}^{N} s_j(m,n) t(m,n) + \sum_{m=1}^{M} \sum_{n=1}^{N} t(m,n)^2
\]

The first term of the expansion is the energy of the subgraph, the last term is the energy of the template, and the middle term is the cross-correlation coefficient of the template and the subgraph, which varies with \((i, j)\). When the template and sub-map to achieve matching, the intermediate term has a maximum value, its normalized, can be template matching the correlation coefficient:

\[
r(i, j) = \frac{\sum_{m=1}^{M} \sum_{n=1}^{N} s_j(m,n) t(m,n)}{\sqrt{\sum_{m=1}^{M} \sum_{n=1}^{N} s_j(m,n)^2} \sqrt{\sum_{m=1}^{M} \sum_{n=1}^{N} t(m,n)^2}}
\]

When the template and the search sub-map exactly the same, the correlation coefficient \((i, j)\) value is 1, the general matching algorithm is to row-by-row search for each search subgraph to find the maximum correlation coefficient \(r_{\text{max}}\), and then find the corresponding sub-map is to match the target. Another algorithm is to measure the error of t and \( s_j \), the calculation method is

\[
E(i, j) = \sum_{m=1}^{M} \sum_{n=1}^{N} \left[ s_j(m,n) - t(m,n) \right]
\]

\(E(i, j)\) minimum is the matching target. In order to improve the speed, take the error \(E_0\) threshold, when \(E(i, j) > E_0\) to stop the calculation, and go to the next area to continue the calculation.

3. Improvement method

3.1 Compression mapping principle

The principle of contraction mapping, also known as the Banach fixed point principle, is an important tool of metric space theory, which guarantees the existence and uniqueness of the fixed points of metric space self-mapping and provides the solution of these fixed points Constructive method [9].

**Definition 1** Given a metric space \((X, \rho)\) and a mapping \(T: X \rightarrow X\), if \(x \in X\) is present,
$Tx = x$

$x$ is the fixed point of mapping $T$. If there is a positive constant $q \in (0,1)$, so that any given $x, y \in X$ is true

$$\rho(Tx, Ty) \leq q \rho(x, y)$$

Then $T$ is a compression map on $X$.

**Theorem 1 (contraction mapping principle)** Let $(X, \rho)$ be a complete metric space and $T : X \to X$ is a contractive map, and then the mapping $T$ has only one fixed point.

**Prove** The contraction mapping is continuous, so for any convergent point column

$$x_n \to x_0 \ (n \to \infty)$$

There must be

$$Tx_n \to Tx_0 \ (n \to \infty)$$

In fact, we base

$$\rho(Tx_n, Tx_0) \leq q \rho(x_n, x_0)$$

We can see

$$\rho(x_n, x_0) \to 0 \ (n \to \infty)$$

So there

$$\rho(Tx_n, Tx_0) \to 0 \ (n \to \infty)$$

### 3.2 Algorithmic flow

In this paper, based on the principle of compression mapping to improve the general matching method, without matching template selection, but will need to match the two images overlap together, as shown in Fig.2, if not overlap can be achieved through stretching. In the corresponding position of image 1 and image 2, a rectangular region $A_i j$ and $B_i j$ is selected as the search subgraph, and $A_i j$ and $B_i j$ are gray-matched to solve the correlation coefficient. This completes a matching. And then follow the general matching method in the template traversal process to complete the entire match. Among them, the maximum correlation coefficient or the smallest error of the two regions is the fixed point of the two maps, that is, two images in the same location on behalf of the same scene. In order to complet the matching of the two images.

![Fig.2 Matching diagram](image)

In accordance with Fig. 2, the specific process can be described as:

- **Step 1:** Select rectangle areas $A_i j$ and $B_i j$ of the size as the search subgraphs at the corresponding positions of image 1 and image 2.

- **Step 2:** Calculate the correlation coefficients of search subgraphs $A_i j$ and $B_i j$, and calculate the difference $E_i j$. 
Step 3: If $E_{ij}$ is greater than $E_0$, the calculation of the next search subgraph is transferred. If $E_{ij}$ is less than $E_0$, then counter $N$ (used to calculate the number of $E_{ij}$ less than $E_0$) plus 1, and note the location, set to re-search points.

Step 4: Perform a detailed search on the re-searchable points, calculate the $E_{ij}$ of the resulting points, and note the location of the smallest $E_{ij}$.

Step 5: Output the coordinates of the fixed point and the correlation coefficient.

4. Simulation experiment and analysis

In order to verify the effectiveness of the new algorithm, the experiment uses two photos of the waterfall landscape at different angles as the search map, and the matching is realized in the MATLAB environment. Image size is $2200 \times 1200$, theoretically, the smaller the search subgraph the higher the accuracy, but the matching time will be consumed longer, here we use three kinds of search sub-map size matching, the size of $60 \times 60$, $70 \times 70$, $80 \times 80$. Select the search sub-map for the $80 \times 80$ when the match, the results shown in Fig.3.

![Fig.3 Search sub-graph of 80×80 when the matching effect map](image)

The square box represents the fixed point of the match. As can be seen from the figure, the fixed point has the same abscissa and ordinate in the image 1 and the image 2, and the same scene is reflected in the photograph. The results of the three matches are compared to obtain the following table.

<table>
<thead>
<tr>
<th>Search for submap dimensions</th>
<th>Matching time / s</th>
<th>Correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>60×60</td>
<td>27.4</td>
<td>0.986</td>
</tr>
<tr>
<td>70×70</td>
<td>18.8</td>
<td>0.978</td>
</tr>
<tr>
<td>80×80</td>
<td>10.6</td>
<td>0.971</td>
</tr>
</tbody>
</table>

It can be seen from the data in the table that as the search subgraph grows from small to large, its matching time gradually decreases, but its correlation coefficient decreases. The reason is that the increase of the search subgraph reduces the possible matching points in the image, but since the fixed point is only a small region in the image, increasing the search subgraph will inevitably lead to the decrease of the correlation coefficient.
5. Conclusion

Compared with the original method, the improved method has the advantage of being able to search for every point in the image, and has strong anti-noise ability without the need of selecting the template in advance, thus avoiding the problem of low matching accuracy due to improper template selection. The relative coefficients of the fixed region are relatively large. When there are many matching points, the fixed points can be easily distinguished, which avoids the problem of mismatch. The shortcoming is that the smaller the precision of search subgraph is, the higher the precision is, but the unavoidable increase of matching time. How to get the best result between accuracy and time is still under further study.
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