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Abstract— With the rapid development of face recognition, it has been widely applied to various fields and scenes. Due to the unstable light condition, rotation and occlusion, the stability of the recognition performance is still an issue. In this work, we study the VGG model and analyze features' distribution extracted with the VGG model. To achieving good performance, we suggest a t-distribution based VGG model to reduce the dimension of features and re-clustering them. Furthermore, by recording the path of dimension reduction in training phase, the computational complexity of the test phase is decreased. The proposed algorithm is evaluated on public available datasets. The experimental results demonstrate the significant improvement of the proposed approach on both the simplification of feature space and the efficiency of recognition, especially on limited data.
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I. INTRODUCTION

Deep learning is widely used in face recognition, which has attracted the attention of vision researchers. Its self-learning process can extract complex features of high dimensional subspace, which can describe face properly. Most recognition algorithm are based on neural network model, such as GoogleNet[1], VGGNet[2], AlexNet[3], etc. And in the last layer of the model, it achieves classification generally with a linear classifier of Softmax. The classical linear classifier Softmax can still be used in deep learning, because the extracted features in high-dimension have almost linear property. But due to often complex factors in the recognition process, such as illumination, facial expression, rotation and occlusion, compared to the features of iris and fingerprint, facial features are a kind of nonlinear complex structure, even with some noise. In a convolutional neural network, the convolutional layers try to learn filters bank nonlinearly given original images. By using deconvolutional network approach to project a fully trained model down to pixel space, the projections from each layer show the hierarchical nature of the features in the network, responding to entire objects with pose variation, class-specific variation, textures, edges and back to image pixels in the first layer [4]. And the output becomes abstract hierarchically inside the pooling window at the same time [5]. It’s known that a dataset consisting of faces is a structure of manifold. Manifold learning algorithms assumes that [6] most of \( R^k \) consists of invalid inputs, and that interesting inputs can be approximated well by considering only a small number of degrees of freedom, or dimensions, embedded in a higher-dimensional space. Hence, when the data lies on a low-dimensional manifold, it can be most natural for machine learning algorithms to represent the data in terms of coordinates on the manifold, rather than in terms of coordinates in \( R^k \). Figure 1 [7] shows the manifold structure of a dataset consisting of faces, even the inner dimension of the manifold structure is higher. On one hand, in the process from nonlinear feature extraction to linear classification, with the nonlinear dimensionality reduction method of manifold learning, features in the same subspace cluster together and different classes separate even on limited dataset. The linear classifier also gets identifiable with low-dimensional information. On the other hand, the characteristics in the high-dimensional expression directly affect the mapping in low dimensional space. The completed structure of network can describe subspace properly, which can provide enough information to the method of nonlinear reduction. As a result, the VGG model based on t-distribution can outperform most other methods for linear classification.

Figure 1. Learned Frey Face manifold: the horizontal row: changes in rotation angle; The vertical column: changes in facial expression.

In recent years, all the proposed deep learning based face recognition methods such as FaceNet[8], Baidu[9], Face++[10] and the series of DeepID[11] have been trained and evaluated on very large wild face recognition datasets, i.e. Labeled Faces in the Wild (LFW). Although the LFW dataset is taken from natural scenes, but compared with other
datasets such as AR dataset like Figure 2, the LFW dataset is still limited and be over-simplified. Many works in mid-level face analysis, such as face recognition or facial expression analysis, consider the lower-level face analysis components to be already solved, to avoid low-level difficulties and often designed to focus on mid-level problems (e.g. expression analysis). So the dataset should consider not only realistic scenarios, but also emphasis in collecting diverse and balanced data specially [12]. We use the VGG model to extract features on the LFW and AR dataset, respectively and observe the distance between these features. To ensure the consistency of the size of subspace, each class should have 26 images. As the result shows in Figure 3, the overlap of distances between classes on the LFW dataset is quite small, so individuals are more easily to be separated in high-dimension. While the features distances obtained on AR dataset have more overlapping part. Therefore, the AR dataset are more complex and the inner identifiable information is harder to learn. Overall, the performance of recognition algorithms should be evaluated under a cross and balanced combination of problems including illumination, facial expression, age changes, partial occlusion and some noise corruption. In this way, this kind of designed conditions brings more challenges to face recognition, and compared with the LFW, it is more helpful to evaluate the effect of algorithm.

In this paper, we propose a t-distribution based VGG model to reduce the dimension of the features and re-cluster the features. Although t-SNE has been used for feature visualization in many applications, the t-distribution, by exactly measuring the similarity between the corresponding points based on distance, reserves the original information and provides to linear classifier Softmax more separable description, whose inner subspace is aggregate simultaneously. Hence, the method is selected to be integrated into the VGG model for realizing dimensional reduction and re-clustering. Moreover, the whole algorithm consists of training and test phases. By recording the path of dimension reduction in training phase, the test process becomes more conveniently. And we also show that although deep learning provides a powerful representation for face recognition, it is hard to achieve the desirable results against expression, age, illumination, and occlusion. To enable deep learning models achieve better results, either of these variations should be taken into account.

The rest of the paper is organized as follows. Section 2 covers a review of existing deep learning methods for face recognition and manifold learning. Section 3 describes the basic principles of two methods and explains the proposed method’s detailed characteristic. Section 4 presents the designed experiments and their results. Finally, Section 5 concludes the paper with the summary and discussion of the conducted experiments and implications of the obtained results.

II. METHOD DESCRIPTION

In this section, we describe VGG model for face recognition and t-SNE manifold learning method. Furthermore, we discuss the characteristic of proposed model based on t-distribution.

A. VGG Model

VGG-Face[13] is a deep convolutional network proposed for face recognition using the VGGNet architecture [14]. It is trained on 2.6 million facial images of 2,622 identities collected from the web. The network involves 16 convolutional layers, five max-pooling layers, three fully connected layers, and a final linear layer with Softmax activation. VGG-Face takes color image patches of size 224 x 224 pixels as the input and utilizes dropout regularization [28] in the fully-connected layers. Moreover, it applies ReLU activation to all of its convolutional layers. Spanning 144 million parameters clearly reveals that the VGG network is a computationally expensive architecture. This method has been evaluated on the LFW dataset and achieved an accuracy of 98.95%.

B. Mathematical Framework of t-SNE Manifold Learning

t-SNE method [15] is proposed on the basis of SNE method[1], which most importantly replace the Gaussian distribution with t-distribution to automatically fit the relations between high and low dimensional spaces’ similarities. The VGG model provides N high-level representations extracted from a color image patch of size 224 x 224 pixels. The original point \(x_i \in \mathbb{R}^D\) is a feature in the original space \(\mathbb{R}^D\) and reduced to the original dimension \(E\) by PCA, where \(D = 4096\) is the dimensionality of the data space. Compare the differences between the similarity matrix \(P\) in the initial space and the similarity matrix \(Q\) in the mapping space through an iterative approach, which makes the map point \(y_j \in \mathbb{R}^E\) belongs to the same subspace aggregate and different classes separate. Hence, the points \(x_i, y_j\) influence each other and both of them can describe the original input image of face. Let’s \(|y_j - x_i|\) be the Euclidean distance between two original points, and \(|y_j - y_i|\) the distance between the map points. First define a conditional similarity between the two original points as follows:

\[
p_{ij} = \frac{\exp\left(-|x_i - x_j|^2 / 2\sigma^2\right)}{\sum_{k \neq i} \exp\left(-|y_j - y_k|^2 / 2\sigma^2\right)}
\]
where $\sigma^2$ is a given variance considering Gaussian distribution around $x_i$. And to ensure the symmetry of the conditional similarity, the similarity is defined as:

$$p_{ij} = \frac{p_{ji} + p_{ij}}{2N}$$  \hspace{1cm} (2)

And apply the same idea as for the original points to the map points, but with the different distribution t-distribution instead of Gaussian distribution. In this way, the distribution of features in low-dimensional space will be more properly rather than too concentrated.

$$q_{ij} = \frac{1 + [y_i - y_j]^2}{\sum_{k\neq i} (1 + [y_i - y_k]^2)^{-1}}$$  \hspace{1cm} (3)

So the similarity matrix $Q$ between the map points $[y_i - y_j]$ is defined as:

$$q_{ij} = \frac{f([y_i - y_j])}{\sum_{k\neq i} f([y_i - y_k])}, \quad f(z) = \frac{1}{1 + z^2}$$  \hspace{1cm} (4)

In consideration of the t-distribution’s characteristic, for $p_0 = q_0$ as Figure 4 shown, the distance between points which are closer in original space becomes smaller, while in the opposite condition it become even farther. It precisely meets our needs for re-clustering in the process of mapping.

![Figure 4. The similarity and distance between corresponding points in high and low dimensional space. In high dimensional space we refer to the Gaussian distribution while in low dimensional space refer to t-distribution.](image)

The cost function with the the Kullback-Leibler divergence between the two distributions $p_{ij}$ and $q_{ij}$ as follows:

$$C = \sum KL(P_{ij} \parallel Q_{ij}) = \sum \sum p_{ij} \log \frac{p_{ij}}{q_{ij}}$$  \hspace{1cm} (5)

To minimize this score by the gradient can be computed as:

$$\frac{\delta C}{\delta y_i} = \sum_j (p_{ij} - q_{ij}) x_i [y_i - x_j] (y_i - y_j)$$  \hspace{1cm} (6)

Whereas the data similarity matrix $p_{ij}$ is fixed, the map similarity matrix $q_{ij}$ depends on the map points. What we want is for these two matrices to be as close as possible. This would mean that similar data points yield similar map points.

C. The VGG Model Based on T-distribution

In view of the fact that the VGG model has complete self-learning skills, moreover, t-distribution can re-cluster on it properly. As the randomness of t-distribution, we modify the t-distribution into two modes to apply for VGG model, which can record the path of training mode and keep the dimension of test mode reduce in the same way.

Algorithm 1: Training Mode

Input data: $x_i \in \mathbb{R}^{N \times D}$, $E$, $F$, perplexity.

Output data: $y_i \in \mathbb{R}^{K \times F}$, $r_i$.

Initialization:

Step 0. $k=0$, $E=50$, $F=2$, perplexity=30, $y_i \in \mathbb{R}^{K \times F}$.

Step 1. PCA: $x_i \in \mathbb{R}^{N \times D} \rightarrow x_i \in \mathbb{R}^{K \times E}$

Step 2. Form the similarity matrix $P$ by $x_i$ in the original space with the Gaussian distribution.

Repeat iterations:

$k := k+1$;

Step 3. Solve Eq.4 to form the similarity matrix $Q$ in the map space with the t-distribution.

Step 4. Calculate $\text{grads} \in \mathbb{R}^{K \times F}$ by $y_i$ with $P$, $Q$.

Step 5. Get increment matrix as $\text{incs}$ by $\text{grads}$, $\text{gains}$; Add it to $y_i : y_i = y_i + \text{incs}$; Record gains matrix as $r \in \mathbb{R}^{K \times 1}$, while $k<1000$.

The training mode utilizes the whole training set $x_i \in \mathbb{R}^{N \times D}$ to do dimension reduction after the VGG model extracting features of them by the FC7 layer. The test mode uses the gains matrix recorded in each iteration of the training process and iterate only to the test object as follows:

Algorithm 2: Test Mode

Input data: $x_i, y_i \in \mathbb{R}^{K \times F}$, $E$, $F$, perplexity, $r_i \in \mathbb{R}^{K \times F}$.

Output data: $y_i \in \mathbb{R}^{K \times F}$.

Initialization:

Step 0. $k=0$, $E=50$, $F=2$, perplexity=30, $y_i \in \mathbb{R}^{K \times F}$.

Step 1. PCA: $x_i, y_i \in \mathbb{R}^{K \times F} \rightarrow x_i, y_i \in \mathbb{R}^{K \times E}$

Step 2. Solve Eq.2 to form the similarity matrix $P$ by $x_i, y_i$ in the original space with the Gaussian distribution.

Repeat iterations:

$k := k+1$;

Step 3. Form the similarity matrix $Q$ by $y_i, y_i$ in the map space with the t-distribution.

Step 4. Calculate $\text{grads} \in \mathbb{R}^{K \times 1}$ with $P$, $Q$ only to the $y_i$. 


Step 5. Get increment value as incs by grads, $r=gains(\text{iter})$; Add it to $y_i = y_i + \text{incs}$. 

while $k < 1000$.

We use the training mode algorithm for recording the path of dimensional reduction, while the test mode for identifying the object by the path. Figure 5 shows the performance of the modified model. We choose an image belongs to the class 005 as a test object, and compare the differences between the two modes. As the results shows, the path is recorded completely and the test object is divided into the right class.

For further exploring, we conduct experiments of the contrast of the two modes on different classes. As it can be observed from Table 1, the error of test object in the modified model, compared with the dispersion of classes, can be ignored. Moreover, the reduction of computation time makes face recognition more efficient.

### TABLE I. THE PERFORMANCES OF MODES ON AR

<table>
<thead>
<tr>
<th>Classes Num</th>
<th>Mode</th>
<th>Coordinate</th>
<th>Time (s)</th>
<th>Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>Training</td>
<td>-23.2495,4.2785</td>
<td>2.59</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>-23.2498,4.2787</td>
<td>1.68</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>Training</td>
<td>-47.3746,-60.5462</td>
<td>237</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>-47.3731,-60.5358</td>
<td>164</td>
<td></td>
</tr>
</tbody>
</table>

### III. EXPERIMENTS AND RESULTS

This section describes the proposed method’s detailed characteristic and presents the designed experiments and their results.

#### A. Re-clustering Analysis

The t-distribution based VGG model has effect on both similar and different classes. Since the aim of this experiment is to benchmark the re-clustering of the t-distribution based VGG model against expression, illumination and occlusion, choose the AR as dataset. First of all, Let’s see the inner change of features belong to the same class when we reduce the dimension of features from original space 4096D to the space of 512D, 128D, 32D and 2D. In different conditions as Figure 6 displays, we compare the features with the eigenface to see the changes in subspace, where the eigenface is zero point. It can be observed that features approach the zero point, when the dimension decreases by our proposed model. This indicates that the t-distribution do have improvement on the subspace aggregating.

Again the performance is very similar to inner changes. To observe the changes of features belong to different classes, we choose the features of 8 classes and map them from 4096D to 3D by PCA and t-SNE respectively. One of the observation that can clearly be made from Figure 7 is that the features through PCA separate partly, but some of them still mix together. Compared with it, t-SNE can make the distribution of different classes more properly, which provide more identifiable information for linear classifier and the low-dimensional features optimize the efficiency of face recognition.

#### B. Face Recognition Experiments

Effective method of dimensional reduction is not only that different representations of data, but also to obtain effective information of features which can enhance the classification performance. Compared to the PCA algorithm of linear combination of global features, t-SNE algorithm can work on the condition that features are nonlinear and exist in subspaces. The experiments are implied on the AR dataset, which contains face images of size 768×576 pixels with different facial expressions, illuminations, and occlusions from 100 subjects. Each subject of 26 images are separated to training set (21 images) and test set (5 images). The contrast experiments of t-SNE and PCA are based on that the face image is drawn directly into the feature matrix to do dimension reduction and classification, that is, the original feature is 120*165=19800 dimension.

### TABLE II. SUMMARY OF THE RESULTS

<table>
<thead>
<tr>
<th>Method</th>
<th>512D</th>
<th>128D</th>
<th>16D</th>
<th>8D</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-SNE+softmax</td>
<td>1.40%</td>
<td>0.60%</td>
<td>1.0%</td>
<td>1.40%</td>
</tr>
<tr>
<td>PCA+softmax</td>
<td>93.20%</td>
<td>89.00%</td>
<td>31.60%</td>
<td>16.20%</td>
</tr>
<tr>
<td>DCNN+t-SNE+softmax</td>
<td>98.80%</td>
<td>99.00%</td>
<td>99.00%</td>
<td>94.60%</td>
</tr>
<tr>
<td>DCNN+PCA+softmax</td>
<td>79.40%</td>
<td>76.80%</td>
<td>32.80%</td>
<td>18.20%</td>
</tr>
</tbody>
</table>

As the result shows, we can learn that:
- To reduce dimension directly, the t-SNE algorithm can’t classify properly.
- But significant improvement is obtained after we adapt the t-SNE algorithm to VGG model. It indicates that VGG model provides enough completed information to the t-SNE algorithm and the t-distribution re-cluster the features who belong to different subspaces exactly.
- Considering the VGG model’s accuracy of 98.95% on the LFW, our proposed model maintain excellent recognition characteristics on the more complex dataset and provide more concise features to linear classifier.
Overall, the t-distribution based VGG model reduces the dimension of features in training set and test set, which provides a more identifiable and concise face features representation, then on the base of these, it still improve the recognition accuracy effectively.

IV. CONCLUSION

In this paper, adapting t-distribution into VGG model to achieve dimensional reduction and re-clustering is presented. Because of the nonlinear structure in face feature space, the features extracted with the deep learning network are processed by employing the nonlinear t-SNE manifold learning. It provides linear classifier with identifiable and low-dimensional information. As a future work, although the complexity of network structure is studied, we will investigate the describable features that can be extracted on limited dataset for efficient face recognition.

REFERENCES


Figure 6. The distribution of features in the same class when dimension decreases: The blue columns represent features in the original space while the yellow ones represent features after dimensional reduction by our proposed model.

Figure 7. The distribution of different classes in 3D space by t-SNE (left) and PCA (right).