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Abstract—Teaching quality evaluation is an important work in teaching management. In order to improve the accuracy of teaching quality evaluation, according to the evaluation data at a certain university, an evaluation model based on BP neural network optimized by gravitational search algorithm (GSABP) is proposed. For the GSA algorithm, it is easy to fall into the local optimal, the ergodicity of chaotic sequence is used to generate the initial population of GSA, and then the chaotic gravitational search algorithm (CGSA) is presented. The experimental results show that, compared with BP neural network and GSABP algorithm, the model using CGSABP has high credibility and strong generalization ability, which provides a feasible method for the accurate evaluation of teaching quality.
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I. INTRODUCTION

Teaching quality is the fundamentality of the existence of colleges and universities, the evaluation of teachers' teaching quality is the normal means adopted by the school in order to guarantee the high quality teaching effect [1]. In recent years, many colleges and universities have established the teaching quality assessment systems, which hope to improve the teaching quality through a series of measures. Teaching quality evaluation refers to the use of scientific and feasible evaluation methods in a specific educational goal, to make judgments on the value of teaching to improve teaching, enhance teaching quality and provide a reliable information and scientific basis [2].

In order to reflect the scientific nature, comprehensiveness, accuracy and maneuverability of classroom teaching quality evaluation, according to the evaluation index system of teaching work of the ordinary colleges and universities, the teaching quality evaluation index system based on multi-evaluation subjects has been built. In the evaluation of teaching quality, however, all factors which affect the teaching quality should be considered. Therefore, the indexes that affect the teaching quality are manifold, and the content should be evaluated will be also very much. So that teaching quality evaluation is a problem of multi-variable and complex nonlinear [3]. Due to the degree of each factor affecting the teaching quality is different, it is difficult to evaluate the teaching quality using a precise mathematical model, and thus the traditional classification method cannot deal with the problem accurately.

Since artificial neural network (ANN) has the ability of nonlinear mapping, it provides a research method for nonlinear classification and pattern recognition. However, there are no rules to determine the parameters of neural network. If the parameter selection is improper, it will cause some defects in the practical application [4]. As a new intelligent search algorithm, the gravitational search algorithm (GSA) [5-6] has a strong global optimization capability. Just like other intelligent optimization algorithms, however, GSA also has the problem of poor local optimization ability. To overcome this shortcoming, the idea of chaotic sequence is introduced into GSA to improve the searching performance. Then an evaluation method of teaching quality based on BP neural network using chaotic gravitational search algorithm (CGSA) is proposed, and the effectiveness is verified by an example.

II. GRAVITATIONAL SEARCH ALGORITHM

Gravitational search algorithm [7] is a global random search algorithm which is proposed by Rashedi in 2009. It is a kind of intelligent optimization algorithm based on the law of universal gravitation, and has strong global optimization ability. In the GSA algorithm, the solution of the optimization problem is represented by the particle position. Due to the gravitational attraction of the other particles in the population, the particle will have an acceleration, which leads to the speed and position will be changed.

Suppose there are N particles in D dimension space, the position of the i-th particle is \( x_i = (x_{i1}, x_{i2}, \cdots, x_{iD}) \), where D is the dimension of the position vector \( x_i(t) \). The mass \( M_i(t) \) of the particle \( i \) at the moment \( t \) is:

\[
m_i(t) = \frac{f_i(t) - \text{worst}(t)}{\text{best}(t) - \text{worst}(t)}
\]

\[
M_i(t) = \frac{m_i(t)}{\sum_{j=1}^{N} m_j(t)}
\]

Where \( f_i(t) \) is the fitness value of \( i \)-th particle at time \( t \). In addition, to solve the problem of maximum function, the \( \text{best} \) and \( \text{worst} \) correspond to the maximum and minimum fitness.
values, respectively. On the contrary, they take the minimum and maximum fitness, respectively.

Using the Newton’s second law, the formula of gravitational acceleration of $j$-th particle acting on the $i$-th particle is given as:

$$a_{ij}(t) = \frac{F_{ij}(t)}{M_i(t)} = G(t) \cdot \frac{M_j(t)}{R_{ij}(t)^{\gamma}} (x_j - x_i)$$

(3)

Where $G(t)$ denotes a gravitational constant, $R_{ij}(t)$ represents the Euclidean distance between $x_i$ and $x_j$, $\gamma$ is a very small number.

At this point, the velocity and position update formulas for the particle $i$ are expressed as follows:

$$v_i(t + 1) = \text{rand} \cdot v_i(t) + a_i(t)$$

(4)

$$x_i(t + 1) = x_i(t) + v_i(t + 1)$$

(5)

Where $\text{rand}$ is a uniformly distributed random number within the interval of $[0, 1]$.

Since the initial population of GSA algorithm is randomly generated, it is easy to produce repeated and uneven distribution. Therefore, the chaotic sequence is introduced into GSA algorithm, and then the ergodicity of chaotic sequence is used to generate the initial population. In this paper, the chaotic sequence is chosen as $[8]$:

$$x_{i,j} = x_{\text{min},j} + ch_{k,j} \times (x_{\text{max},j} - x_{\text{min},j})$$

(6)

Where $ch_{k,j} = \sin(\pi \cdot ch_{k-1,j})$, $ch_{k-1,j} \in (0,1)$ is a chaotic sequence.

III. CGSABP ALGORITHM

To improve the ability of BP network to deal with complex problems, the initial weights and threshold parameters of BP neural network are optimized by the CGSA algorithm. In the experiment, the mean square error (MSE) of network outputs is taken as the fitness function of CGSA algorithm, the goal of network training is to minimize MSE. The implementation process of CGSABP algorithm is described as follows:

1) Determine the input and output variables of CGSABP algorithm, and then the training and test samples are established.

2) Initialization of neural network and GSA parameters

Determine the topology of BP neural network, and initialize CGSA parameters, such as the population size and the number of iterations.

3) The calculation of fitness function

In this work, the greater the fitness function value in the CGSABP method is, the smaller the error between the target output and actual output obtains.

4) CGSA iterative optimization

The particle acceleration, velocity and position updating are calculated according to the fitness function value, and judges whether or not the termination condition is satisfied.

5) Constructing CGSABP model

The initial parameters of BP network optimized by the CGSA algorithm are obtained, and then the training date is used to train the CGSABP model.

6) Evaluation of teaching quality

The test data is input to the trained GSABP model to carry on the teaching quality evaluation.

IV. EVALUATION OF TEACHING QUALITY

At present, the evaluation of classroom teaching quality mainly consists of 4 components, such as the assessment of supervisions of instruction, peer evaluation, teacher self-evaluation and student evaluation. The 4 evaluation subjects are in different positions, and the function of them is also different. Therefore, the evaluation methods and results of each subject are only part of the classroom teaching quality evaluation. They can only reflect one side of the problem, and cannot be simply equivalent to the whole picture of teaching quality.

The content of classroom teaching quality evaluation varies from simple to complex, but the general index system may involve several aspects. For example, teaching attitude, teaching content, teaching method, teaching effect and teaching and educating, etc. The evaluation method used in the current teaching quality evaluation system is the weighted average method, which the evaluation indexes are formulated by the relevant departments in advance, and the students score according to the evaluation indexes. Consequently, the weight of each index is multiplied, and then the teacher's classroom teaching quality evaluation can be achieved. Finally, the mean score of each teacher is obtained by means of the arithmetic average method, and the evaluation grade of teaching quality can be acquired.

According to the final results of classroom teaching quality evaluation, the four grades are chosen, such as excellent, good, qualified and failed. Each grade corresponds to the number 1, 2, 3 or 4 which are act as the outputs of neural network. In this paper, the student evaluation system is taken as the research object which has 13 indexes, and they are used as the inputs of the CGSABP model, which are represented by $X_1$-$X_{13}$, the evaluation level $Y$ is used as the output of the CGSABP model. According to the evaluation data of teaching quality at a certain university, 18 groups among them are selected as the training samples, and the remaining 12 groups are used as the test samples set, which are listed in Table 1.
In order to evaluate the classification performance of the proposed CGSABP model, the GSABP, CGSABP and BP algorithms are used for comparison. In making the experiment, the population size $N = 30$, the maximum iteration number is set to 300, network structure 13-16-4, learning rate 0.05, gravitational constant $G_0 = 100$. The evaluation results are shown in Table 2. In addition, the decimal portions of the evaluation results are rounded to facilitate the mapping, then the corresponding distribution map is plotted, which is shown in Fig.1.

<table>
<thead>
<tr>
<th>No</th>
<th>No</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>6</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>7</td>
<td>0.9</td>
<td>0.8</td>
</tr>
<tr>
<td>8</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>9</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>10</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>11</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>12</td>
<td>0.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table II. Evaluation results

<table>
<thead>
<tr>
<th>No</th>
<th>Actual value</th>
<th>CGSABP</th>
<th>GSABP</th>
<th>BP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.9646</td>
<td>3.8585</td>
<td>4.1018</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.2164</td>
<td>3.0655</td>
<td>3.1018</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.9231</td>
<td>2.8692</td>
<td>2.6045</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.9179</td>
<td>1.7084</td>
<td>1.6168</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.0265</td>
<td>1.2281</td>
<td>0.9022</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.8440</td>
<td>3.5758</td>
<td>4.2018</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4.2660</td>
<td>3.0640</td>
<td>3.6505</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3.1113</td>
<td>3.3339</td>
<td>2.9179</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.0785</td>
<td>0.8752</td>
<td>1.3726</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.0290</td>
<td>2.0869</td>
<td>2.8011</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3.8941</td>
<td>4.1764</td>
<td>3.4687</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>2.0029</td>
<td>2.0058</td>
<td>1.8281</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Distribution of evaluation results

As can be seen from Table 2 and Fig.1, in the 3 teaching quality evaluation models in this paper, the CGSABP algorithm has a higher correct rate, reaching to 91.67%, GSABP followed, its accuracy is 83.33%, while the accuracy of BP algorithm is only 75%. Obviously, although the CGSABP, GSABP and BP models can evaluate the quality of classroom teaching to some extent, but the CGSABP algorithm has better classification performance.

V. CONCLUSIONS

In this paper, an evaluation model of teaching quality based on GSABP algorithm is established, and the chaotic sequence is used to initialize the population, which improves the searching performance of GSA algorithm, and enhances the application ability of BP neural network. The evaluation examples show that the proposed method has better prediction effect than those of BP neural network and GSABP algorithm, and the generalization ability of the CGSABP model is stronger, it can provide a feasible method for the accurate evaluation of teaching quality.
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