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Abstract—The overlapping communities identification in complex networks was studied with the parallel algorithm from local extension. The algorithm thought originated from clustering of modularity. Firstly, based on the Map/Reduce framework, the core node was selected according to the distribution and aggregation of nodes; Then, the algorithm calculated the members of newly added nodes and the existing small community formed by core node and neighbor nodes, and achieved a gradual expansion from local community to global community; Finally, the overlapping degree and modularity increment were used to effectively identify community. Experimental results show that: Community identification algorithm realized an extension from local community, and improved the effect of aggregation, and its parallel computing is faster and more efficient than traditional algorithms.
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I. INTRODUCTION

In the era of explosive growth of large data, the life of people is more digital and networked. For example, interpersonal network is formed between people and trading network is formed by buying goods between customers and so on. These networks are called complex network because they have a high complexity [1]. In the study of network life, people usually use a network model to represent a complex network. In the network model, nodes in the graph describe the concrete entities in life and connections in the graph describe the relationship between entities [2].

With the continuous research, it is found that there is a common phenomenon in many complex networks. The phenomenon is reflected that internal connections are close and external connections are sparse in community. In the exploration of network community, the research results of Newman and Girvan have become a central issue and research direction [3]. In depth study of the characteristics in network community, it is a great application prospect and meaningful challenge to refine and cohesion the property of nodes and edges for understanding the specific function and relevant disciplinarian in network community.

At present, there are many excellent community discovery algorithms [4-8], but most are applied in the traditional non-overlapping network community, in other words, the network is divided into several independent communities so that each node belongs and only belongs to one community [9]. However, in the actual network, a node maybe belongs to more than one community, such as; a micro-blog user is concerned about the different groups in social network. Therefore, the identification of overlapping community has become a hot research topic in recent years. In depth study, the researchers find that the overlapping is an obvious characteristic, so the quality of identifying community will reduce with ignoring overlapping. However, overlapping is difficult to be computed in communities, and it brings new difficulties to the community identification algorithms [10-14]. At the same time, the running time of traditional community detection algorithms in complex large-scale network community is slow and its efficiency is low. Therefore, the research proposes a parallel algorithm for identifying overlapping communities from local extension. The contribution in research is that core node is sought by graph theory and network nature and was applied in parallel computing. A new method of updating modularity increment and merging overlapping communities was proposed with the idea of modularity and overlapping. The advantages of algorithm are verified by comparing the running times between parallel computing and other algorithms in experiment.

II. OVERLAPPING COMMUNITY IDENTIFICATION ALGORITHM BASED ON LOCAL EXTENSION

In the actual complex network, the community begins to be formed a local small group, then it extends continuously to form total network. Therefore, small groups and local communities are the natural characteristics of community [15].

A. Core Node

The complex network community is abstracted as a network model, so it is in line with the features of network aggregation. Based on the features, the method seeks core node in community by employing point clustering coefficient and edge clustering coefficient.

1) Point clustering coefficient and edge clustering coefficient

In complex networks, point clustering coefficient usually is described the aggregation of community [16]. The point clustering coefficient is expressed as a ratio of the actual number of edges between nodes and the total number of edges that may exist.
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Edge clustering coefficient represents a ratio of the parameters of closed loop with three edges. In other words, it is a ratio of the number of triangular rings that consists an edge of two end nodes and other edges of the common adjacent nodes and the maximum number of triangles that may contain the edges.

2) Core node selection

According to the above concepts of point clustering coefficient and edge clustering coefficient, the core node is found. The formula is as follows:

\[ Center(i) = c(i) + \sum_{j \in N} \frac{C(ij)}{K_i} \]  

(1)

The \( c(i) \) and \( C(ij) \) represent point clustering coefficient and edge clustering coefficient. \( K_i \) represents the degree of node \( i \). The core node and its neighbor nodes may be merged into a small community because they connect closely. Therefore, in a complex network, there are many core nodes and its corresponding neighbor nodes, which may be divided into a number of small communities which were extended to global communities.

B. Membership Degree of Node and Community

A complex network community is represented by \( G=(V,E) \), the \( V \) and \( E \) are the collection of nodes and edges. Assuming the community \( G \) is divided into \( l \) communities including \( C_1,C_2...C_l \). A new node \( v_i \) joins the communities to determine whether \( v_i \) is close to one community \( C_k \), so the concept of membership degree of node and community is introduced, as follows:

\[ S(v_i,C_k) = |E(v_i,C_k)|/d(v_i) \]  

(2)

Among the formula: \( |E(v_i,C_k)| \) represents the number of all connections between node \( v_i \) and community \( C_k \), the \( d(v_i) \) represents the degree of node \( v_i \). Obviously, the greater \( S(v_i,C_k) \) is, the closer connection between node \( v_i \) and community \( C_k \) is, and it describes the close degree between \( v_i \) and \( C_k \). The initial small communities are formed by core nodes and its corresponding neighbor nodes.

C. Modularity Increment of Overlapping Communities

In actual network, some nodes belong to more than one community, so the research uses overlapping node. The overlapping node is not only belongs to a community but also belong to multiple communities, and is influenced by multiple communities.

The initial communities are divided by the above formula, and the algorithm proposed by Newman is applied to overlapping communities [17]. Assume the node \( u \) closely connects to the \( l \) communities, and is split into \( u_1,u_2...u_l \) which are connected with \( l \) communities. The formula of modularity in overlapping communities is as follows:

\[ Q = \frac{1}{2m} \sum_{u_1,u_2} \sum_{v_1,v_2} \left[ r_{u_1,v_1}^d(v_1) - t_{u_1,v_1}^d(v_1) / 2m \right] \]  

(3)

The \( r_{u_1,v_1} \) describes by membership degree from \( u_1 \) and \( v_1 \) to \( C_k \). If \( u_1 \) connects \( v_1 \), the \( a_{u_1,v_1} = 1 \), otherwise \( a_{u_1,v_1} = 0 \). \( t_{u_1,v_1} \) is a probability that \( u_1 \) is connected to \( v_1 \) and they simultaneously belong to \( C_k \) and its formula is as follows:

\[ t_{u_1,v_1} = \left[ \sum_{p=1}^{k} S(u_1,C_k)S(p,C_k) / n \right] \]  

(4)

In the formula: the \( t_{u_1,v_1} \) is a product between average probability of membership degree from \( u_1 \) to \( C_k \) and average probability of membership degree from \( v_1 \) to \( C_k \). So the modularity of overlapping communities meets the above properties. The effect of identifying community is optimum when \( Q \) reaches the maximum. However, it is difficult to directly determine whether \( Q \) has reached the maximum. Therefore, the research uses modularity increment \( \Delta Q \), and its meaning is a range of increase or decrease between \( Q_n \) and \( Q_{n-1} \), and its expression is as follows:

\[ \Delta Q = Q_n - Q_{n-1} \]  

(5)

When the \( \Delta Q > 0 \), the modularity increases, otherwise, the modularity decreases. If the \( \Delta Q \) is zero, the modularity is maximum, so the algorithm is over.

III. PARALLEL COMPUTING FRAMEWORK BASED ON MAPREDUCE

A majority of time is occupied by calculating node clustering coefficient and edge aggregation coefficient to seek core nodes and calculating membership degree between the split nodes and corresponding communities. Therefore, the research designs a parallel community identification algorithm based on MapReduce [18] to improve the computational efficiency.

A. Expression for MapReduce Parallel Computation

For overlapping communities with overlapping nodes, the first step is to find the core node. The input of key-value pairs is \(<key, value>\), and the \( key \) is an offset at the beginning of text and the \( value \) is a 5-tuple \(<v_i, c(i), C(ij), amt, s(v_i)>)\, and the \( amt \) is metadata including important information about entity, and the \( s(v_i) \) is a current status of node.
B. MapReduce Computing Framework

1) Map phase
   a) The network graph is decomposed into key-value pairs, \( G = (V, E) \rightarrow [(\text{key}, \text{value})_1, (\text{key}, \text{value})_2, \ldots, (\text{key}, \text{value})_n] \);
   b) Traverse the nodes in the graph, and calculate the degree of nodes \( d(v_i) \);
   c) The core node Center(i) is found by calculating point clustering coefficient and edge clustering coefficient;
   d) Calculate relationship between core node and corresponding its neighbor nodes to form initial small communities;
   e) Calculate membership degree between newly added node \( u \) and initial small community \( C \) to identify community from local community to global community;

2) Reduce phase
   a) Traverse the formation of the community map to seek overlapping nodes;
   b) The overlapping node is split into \( u_1, u_2, \ldots, u_n \) to be calculated membership degree \( S(u_k, C_l) \);
   c) If new communities are formed by overlapping nodes, then multiple communities merge;
   d) Calculate the new modularity increment \( \Delta Q \);
   e) If \( \Delta Q > 0 \), return a) step, identifying community is best until \( \Delta Q < 0 \) and the algorithm is over.

IV. EXPERIMENT DATA

A. Citation Network Data Set

The experiment used Database Systems and Logic Programming (DBLP) for testing network community, and the data set had following characteristics in Table.1:

<table>
<thead>
<tr>
<th>Data set</th>
<th>Nodes(10^3)</th>
<th>Edges(10^3)</th>
<th>Storage(GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBLP</td>
<td>211.867</td>
<td>1,296.522</td>
<td>0.253</td>
</tr>
<tr>
<td>DBLP V1</td>
<td>1.266</td>
<td>5.193</td>
<td>0.051</td>
</tr>
<tr>
<td>DBLP V2</td>
<td>8.123</td>
<td>43.965</td>
<td>0.124</td>
</tr>
<tr>
<td>DBLP V3</td>
<td>44.074</td>
<td>368.105</td>
<td>0.354</td>
</tr>
</tbody>
</table>

The DBLP was a subset of graph data in coauthored network, including title, author, references and some other information. In experiment, DBLP was transformed into a highly abstract network topology, where nodes represented papers and edges represented citation relations between papers. Based on the DBLP data set, a certain number of nodes and edges were selected to form DBLP V1. On the basis of DBLP V1 data set, the number of nodes and edges was increased to gradually form DBLP V2 and V3.

B. Experimental Result

First, the algorithm of overlapping community was tested on DBLP V1 data set and four distributed computing nodes. Then the scalability of parallel computing framework was verified by increasing data of DBLP V2 and V3. Finally, the running times illustrated that the parallel framework algorithm was better than serial algorithm and CONGA algorithm [19]. The Tp, Ts and Tc respectively represented running time of the parallel algorithm, serial algorithm and CONGA algorithm. As shown in Table.2, compared with other algorithms, the parallel algorithm saved running time with the increase in the amount of network data.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Tp(s)</th>
<th>Ts(s)</th>
<th>Tc(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBLP V1</td>
<td>0.278</td>
<td>0.754</td>
<td>0.972</td>
</tr>
<tr>
<td>DBLP V2</td>
<td>1.535</td>
<td>5.964</td>
<td>7.335</td>
</tr>
<tr>
<td>DBLP V3</td>
<td>4.761</td>
<td>21.438</td>
<td>29.812</td>
</tr>
</tbody>
</table>

In addition to using the module increment to identify overlapping community networks, the experiment introduced overlapping degree, which was a measure of overlap parts between overlapping node and each community which it belonged to. The research took into account the close degree of split node \( u_k \) and overlapping communities, the following formula is shown:

\[
O(u_k, C_l) = \frac{S(u_k, C_l)}{\sum_{i=1}^{l} S(u_k, C_l)}
\]

In the formula: The denominator was a sum of membership degree which split node \( u_k \) belongs to each community, and the numerator was a membership degree which split node \( u_k \) belongs to the current community. Therefore, the greater \( O(u_k, C_l) \) was, the higher overlap degree between overlapping node and the current community was.

According to the above formulas, the experiment calculated overlap degree and modularity increment to test relationships between them and iterations, and the results were shown in Figure 1.
As shown in Figure 1. According to the change of modularity and iterations, the modularity increment $\Delta Q$ was zero when iteration approximately was 1400th. After that, the modularity increment was negative. At the same time, the overlap degree $O_{uk,Ck}$ reached a peak value at about 1400th iterations with the relationship between overlap degree and iterations, and it decreased rapidly later, and it could be seen that the number of overlapping communities reduced clearly after the algorithm had reached a certain value. Therefore, the effect of actual complex network identification was optimal when the overlap degree reached a peak value and simultaneously the modularity increment is zero state about 1400th.

V. CONCLUSION

The research focused on the characteristics of complex overlapping community networks to use modularity increment and overlap degree to better identify community, and the algorithm saved time and improved efficiency through the use of parallel computing framework. The next step in the research is to solve the overlapping community in directed graph, because the relationship between node and node is directional, and contains important information, and it probably truly reflects the transitional information of nodes and close relationship. It can be more efficiently identify community with calculating direction in overlapping community.
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