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Abstract. Question classification is an important step in question answering system. There are many previous work based on machine learning about question classification. Although they are effective and practical, most of them require finding specific features to train the designed classifier. So it cannot be in common use in all the situations. Recently, deep learning methods have shown its remarkable strength in natural language processing. Deep neural networks like CNN and LSTM are helpful for sentence classification. The CNN is able to extract high-level local features while the LSTM can remember and discard information according to the context. Thus we implement a Hybrid Neural Network to handle different parts of a query. Both CNN and LSTM are utilized to achieve question classification. We conduct experiments comparing with methods based on machine learning and deep learning. The experimental results show the effectiveness and efficiency of our methods.

Introduction
The Question Answering (QA) system aims at automatically finding the answers to an arbitrary question in natural language. There are many successful QA systems such as IBM’s Wason\textsuperscript{[1]}, WolframAlpha\textsuperscript{[2]} and so on. The QA problem consists of several sub-problems, in which the question classification is included and it is important for question answering. The task of question classification is to predict the type of answer according to the query. In general, the question is described with title and description. As the questions in the question answering communities, such as Quora\textsuperscript{[3]} and Yahoo Answers\textsuperscript{[4]}, the title of the question is typically short and straightforward while the description is usually longer and contains a lot of background information. Traditional question classification methods mostly are based on machine learning approach. For example, Naive Bayes, k-Nearest Neighbors and SVM algorithm can be used to implement the question classification. While the performance is dependent on the features used in the model. In most cases, bag-of-Words and bag-of-n-grams are the features utilized in machine learning approach. With the development of deep learning, neural network methods show the notable strength in Natural Language Processing (NLP). Though deep learning methods are firstly used in the field of computer vision, recent literature demonstrate its ability in text classification. The convolutional neural networks are capable of extracting the high-level features from local text by window filters. And the Long-Short Term Memory (LSTM) network is a special kind of Recurrent neural network (RNN), which is able to remember and ignore the features according to the context. Those characteristics are useful in question classification. In this paper, we combine those two kinds of neural networks into our framework to process different part of a question. And a Hybrid Neural Network (HNN) is implemented to achieve question classification.

Related Work
The Question Answering (QA) is a research activity which is related to Information Retrieval (IR) and NLP, but it is quite different from them in certain way. QA is a very practical activity and is
more like a collection of tools and techniques than formulas and theorems. In the first step of QA problem, it is important to classify the question according to its query. There are many previous work has been done to solve that problem. Li et al. present a machine learning approach to question classification. It learns a hierarchical classifier that is guided by a layered semantic hierarchy of answer types, and eventually classifies questions into predefined the classes. Huang et al. propose head word feature and present two approach to augment semantic features of such head words using WordNet. Mishra et al. propose a method under the machine learning framework to achieve question classification. It combines lexical, syntactic and semantic features can be extracted from a question. A lot of efforts are paid in the field of QA. There is a QA track in Text Retrieval Conference (TREC) since 1999. That task is to find the answer for a question in the open domain. It attracts researchers all over the world to participate in that evaluation every year and propose new method to solve the QA problem.

Deep learning methods play an important role in NLP tasks such as image recognition, sentiment analysis, text classification and so on. For example, LeNet-5 is a convolutional neural network (CNN) designed for handwritten and printed character recognition. Like most other neural networks, it is trained with the back-propagation algorithm. The CNN has recently achieved remarkable performance on the task of sentence classification. Kim Yoon reports on a series of experiments with CNN trained on top of pre-trained word vector model for sentence-level classification tasks. The CNN utilize layers with convolving filters that are applied to local features. Even though the CNN is originally invented for computer vision, it is subsequently shown effective in NLP tasks. The experimental results show the advantages of CNN in text classification, including sentiment analysis and question classification. Zhang et al. offer an empirical exploration on character-level convolutional neural networks for text classification. That model a sequence of encoded characters as input and the encoding is done by a predefined alphabet of size m. Different from word-based CNN, it quantize each character with 1-of-m encoding. So each character is transformed into a vector and its dimensionality is m. The results show that character-level CNN could work for text classification without the need of words. It indicates that language could be also thought of as a signal which is not different from other kind. Johnson et al. propose a novel framework with CNN which is not rely on word embeddings. It learns embeddings of small text regions from unlabeled data for integration into a supervised CNN. The goal of region embedding learning is to map text regions into high-level concepts. While it is difficult for word embedding learning since individual word in isolation is insufficient to correspond to high-level concepts. From the previous literature, we can see that the CNN is capable of extracting high-level concepts or features from the text sequence.

The LSTM which is a special kind of RNN, is sensitive to the context. Lai et al. apply a recurrent structure to capture contextual information as far as possible when learning word representations. It is able to introduce less noise compared to traditional window-based neural networks. Iyyer et al. introduce a RNN model, QANTA, which learns word and phrase-level representations that combine across sentences to reason about entities. Encoding the intrinsic relations between the sentences in the semantic meaning of a document is a challenge in document-level sentiment classification. Tang et al. introduce a RNN model to learn vector-based document representation. Zhou et al. combine CNN and LSTM to achieve a novel and unified model called C-LSTM for sentence representation and text classification.

In recent years, the model based on deep neural networks demonstrate its strength in sentence representation and text classification. In this paper, we propose a framework based on CNN and LSTM to achieve question classification task.

**Proposed Method**

The framework of the Hybrid Neural Networks (HNN) is demonstrated as Fig. 1. It mainly consists of two components, a convolutional neural network (CNN) and a long-short term memory (LSTM) network. The CNN is utilized to extract the sequences of word features, which captures the local features of the text. And the LSTM uses the sequences of word features as input to capture
long-term dependencies over window feature sequences respectively. Furthermore, the query in QA system usually contains a title and a description. The title is a sentence which represent what user want to know. It is often simple and short. Unlike the title, the description depicts the question comprehensively, including the background and the related detail of the question. The CNN is good at extracting local features of the text, while the LSTM do well in the situation where the context is important. In the QA system, the title of the query is often short and unrelated to the context, so we can use several filters with different window size to capture the high-level features. After that, we extract the most important feature by a subsampling layer. On the other hand, the description of a query is usually long and the meaning of it is related to its context. And therefore, it is proper to use LSTM to tackle this problem. However, the LSTM is not able to capture the local features of the text. In order to overcome that dilemma, we utilize a CNN to extract the high-level features and recombine those features according to the time sequence. After that, those sequential features are taken as the input for the LSTM. The details of our framework are introduced in the following subsections.

A. Feature Extraction through Convolution Neural Networks

In this subsection, we introduce how we capture the local features of the text by CNN. First of all, we select the word vector model as our language model to represent each word in the text. The word vector model is trained by external corpus, such as Wikipedia, Freebase and so on. A word2vec tool called genism [23] is utilized to generate the word vector model. After that, each word in the text can be transformed into a vector according to the previous word vector model. For a word t, it can be represented as \( t = (w_1, w_2, \ldots, w_N) \) based on word vector model, where N is the dimensionality of the word vector model and \( w_i \) is the weight in the i-th dimension. By this mean, a sentence can be transformed into a matrix.

Next, we make a toy example as Fig. 2 to demonstrate how the word vector model works in detail. In the Fig.2 the sentence s can be formulated as a word sequence \( s = \text{Who} \oplus \text{will} \oplus \text{win} \oplus \text{the} \oplus \text{NBA} \oplus \text{finals} \), where \( \oplus \) is the concatenation symbol. Each word in the sentence is transformed into a vector, then the sentence can be transformed into a matrix \( A \in R^{MN} \) by the same way, where M is the length of the title.

Fig. 1. The framework of hybrid neural networks

Fig. 2. The framework of hybrid neural networks
After that, the matrix A is utilized as the input to train the CNN. The first layer is a convolutional layer with multiple width filters. Let $w \in \mathbb{R}^{HN}$ denote the filter in the convolutional layer, where $H$ is the width of the filter and $N$ is the dimensionality of the word vector model. It is applied to a window word sequence of $H$ and each word is represented by a vector of dimensionality $N$. For convenience, let $t_{i:i+H}$ denote the word concatenation $t_i \oplus t_{i+1} \oplus \cdots \oplus t_{i+H}$. When we apply the filter $w$ to $t_{i+H}$, it will generate a new feature $c_i$. It can be formulated as follows,

$$c_i = f(w \otimes t_{i:i+H} + b). \quad (1)$$

where $\otimes$ is the convolution symbol, $b$ is a bias parameter and $f(\cdot)$ is a non-linear function. Then, we can slide the filter through the whole title to generate a feature map based on all the word concatenation $t_{i+H}$. As a result, the feature map $c$ can be formulated as follows,

$$c = (c_1, c_2, \cdots, c_{M-H+1})^T. \quad (2)$$

where $c \in \mathbb{R}^{M-H+1}$ is the feature map and $M$ is the length of the title. Note that, we make the length of the filter equal to the dimensionality of the word vector model in this paper, because it is meaningless to generate a feature with a filter whose length is less than the dimensionality of a word vector. After that, a subsampling layer is utilized to make a pooling operation to feature map $c$. By the pooling operation, the maximum value $c_{\text{max}}$ in the $c$ will be computed as $c_{\text{max}} = \max c_i (c_i \in c)$. The maximum value $c_{\text{max}}$ reflects the most significant feature in the feature map which is generated by a certain filter. The subsampling layer can help capture the most important semantic feature in the text and can also avoid overfitting problem. By this means, we can compute all $c_{\text{max}}$ for the filters of different length $H$. Then all $c_{\text{max}}$ are combined as a vector $p_1$. As this point, we extract the valuable features from the title of a query through a CNN and those features are formulated as a vector $p_1$. It is useful for classification in the next step.

**B. Long-Short Term Memory Networks**

In the previous subsection, we introduce how we use CNN to process the title of the query. Next, we demonstrate the approach of processing the description of the query. Because LSTM is insufficient to capture the local features of the text, a CNN is utilized to extract the high-level features in the first step. In that step, several filters with the same width are used to extract different features. By different filters, we can get different local feature maps. Those feature maps reflect the semantic characteristics from different perspective. After that, we rearrange the feature maps according to the time sequence. Then we can get feature sequences as the input for the LSTM and each feature sequence consists of several features generated by different filters. The feature sequence reflects the local features from different view.
Fig. 3. The structure of the BiLSTM networks

We give an example to illustrate the process as Fig. Let $s'$ denote the description in the query and the length of $s'$ is $M$. And $W = \{w_1, w_2, \ldots, w_{L'}\}$ represents the filter set. The size of $W$ is $L$ and the width of the filter $w_i \in W$ is $H$. After that, when we slide the window through the description in the query and make convolution operation with the filter $w_i$ as Eq. (1), a feature map $c_i$ will be generated. The feature map $c_i$ can be formulated as follows,

$$c_i = (c_{i,1}, c_{i,2}, \ldots, c_{i,M'-H'+1})^T$$

Then in order to get the different local features, we rearrange the feature maps with respect to the time sequence. After rearrangement, we can get feature sequences and let $c'_j$ denote a feature sequence. It can be formulated as follows,

$$c'_j = (c_{1,j}, c_{2,j}, \ldots, c_{L',j})^T$$

where $j \in [1, M' - H' + 1]$. By this way, we rearrange the feature maps into the feature sequences. Then those feature sequences are utilized as the input for a bidirectional LSTM. In most cases, users describe their problem with much background introduction. While the traditional LSTM can only record one-way information, the bidirectional LSTM can record the two-way information. It is useful for deciding which part of text can be discarded and which part of text can be retained according to the context. So the bidirectional LSTM is a good choice for this problem. When we apply bidirectional LSTM to the feature sequences, it will generate new features. We denote the output of bidirectional LSTM $p_2$. Then we combine the features $p_1$, which is generated by CNN, and $p_2$ as the final features $p$. At last, the final features $p$ acts as the input of a fully connected softmax layer. The output of the layer is the query classification distribution over all the categories.

**Experimental and Analysis**

In this section, we run several experiments to verify the proposed method. Firstly, we introduce our experimental settings. Then, we demonstrate the experimental results in detail and make an analysis of the results. Our experiments are conducted on a machine with 4 cores (Intel Xeon 1.80GHz CPU) and 64 GB memory, running 64bit Ubuntu 16.04. All the algorithms compared in the experiments are implemented with Python 3.5 and Keras 1.0.7.

<table>
<thead>
<tr>
<th>Name</th>
<th>TrainingSet #</th>
<th>TestSet #</th>
<th>Category #</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baidu Knows</td>
<td>104922</td>
<td>20985</td>
<td>14</td>
</tr>
<tr>
<td>TREC</td>
<td>206417</td>
<td>49868</td>
<td>26</td>
</tr>
</tbody>
</table>
A. Experimental Settings

Datasets. Table 1 demonstrates the characteristics of the dataset used in our experiments. The Baidu Knows and TREC are the benchmarks in the literature of text classification. The datasets are of different topics and characteristics. The Baidu Knows is a Chinese language collaborative Web-based collective intelligence by question and answer provided by the Chinese search engine Baidu. The TREC is a popular dataset in TREC LiveQA Track [24], most of the questions and answers are the real data in the social platform Yahoo! Answers.

Algorithms. We compare our method with other benchmark methods, SVM, MaxEnt, CNN, LSTM and BiLSTM. The SVM is a supervised learning model with associated learning algorithms, it is widely used in classification and regression analysis. The MaxEnt classifier is a classification method that generalizes logistic regression to multiclass problems. The CNN, LSTM and BiLSTM are the models mentioned in Section III, we run the title and description of a query in single model to make comparison.

B. Results and Analysis

In this subsection, we select classification precision, recall rates and F1 score as measurements. For each dataset, we run every algorithm on it by 5-fold cross-validation and use the average performance as the experimental results. The experimental results are demonstrated as follows.

![Fig. 4. The precision performance comparison](image)

Firstly, the Fig.4 shows the precision performance of all the algorithms. We can see that our method (CNN+CNN-BiLSTM) outperforms other algorithms with respect to precision rates. Furthermore, the CNN-BiLSTM method gets the second-best performance. That is because the CNN+CNN-BiLSTM method is a hybrid method that using CNN to process query title and CNN+BiLSTM to handle the query description. The CNN is good at extracting local features of the text, while the query title usually is a short text, so it is proper to use the CNN to process query title. Furthermore, the BiLSTM do well in the situation where the context is important and the query description is a passage, so the CNN-BiLSTM has a good performance.
Then, the Fig. 5 shows the recall performance of all the algorithms. We can see that our method (CNN+CNN-BiLSTM) has a similar recall performance to the performance of CNNLSTM and CNN-BiLSTM, and outperforms other methods. That is because LSTM is sensitive to the context and is able to introduce less noise compared to traditional window-based neural networks. So it has a high recall rate.

Next, the Fig. 6 shows the F1 score performance of all the algorithms. We can see that our method (CNN+CNN-BiLSTM) gets the highest average F1 score, that means our method outperforms other methods when taking both classification precision and recall into consideration.

From the experimental results, we can see that our method can enhance the performance by utilizing proper model according to the text feature in different part of a query.

**Conclusion**

Question classification is an important step in question answering system. There are many effective and practical previous method to solve that problem, but most of them require finding specific features to train the classifier. Recently, deep learning methods has shown its remarkable strength in natural language processing. According to the text features in different part of a query, we use different model to process it. We implement a Hybrid Neural Networks that utilizing CNN to process the query title and BiLSTM to process the query description. We conduct experiments comparing with methods based on machine learning and deep learning. The experimental results show the performance of our methods.
Acknowledgements

The work is supported by National Basic Research and Development Program (No.2013CB329601, 2013CB329604) and National Natural Science Foundation of China (No.61502517, No.61472433, No.61372191, No.61572492).

References


