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Abstract

In order to connect the heavy-tailed operational risk measurement model with management model, a model identifying the crucial supervising parameters of operational risk is built after the heavy-tailed operational VaR’s sensitivity is theoretically researched by the elasticity analysis method. Further, the analysis of model application is illustrated with a numerical example. The crucial supervising parameters connect the operational risk measurement model and management model, which make the operational risk management frameworks to be a complete system. And a dynamical supervising system of operational risk is established. This research in theory improves the application of loss distribution approach to the operational risk measurement and management.
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1. Introduction

Operational risk management is an integrated framework which includes risk identification, measurement, analysis, monitoring, mitigation and economic capital allocation. In such management framework, how to combine risk management model with measurement model is a major issue. However, current operational risk mainly aims to calculate capital reserve precisely and monitor management effect by directly observing the variation of the capital reserve. Thus, operational risk measurement and management are practically independent system, which leads to lack efficiency and target in proposing measures for risk management.

Generally speaking, the aim of risk measurement is not restricted to calculate regulatory capital, more importantly, to provide valid foundation for making management regulations, thereby reducing the whole risks.

However, it is relatively late for us to attach importance to operational risk in theory and practice field. It wasn’t until June 2004 that new Basel Accord was issued and since then operational risk has been included in the regulatory system. Therefore, the framework of operational risk management is still in the process of improving and burgeoning. And how to find connection parameters to combine measurement model with management model is still a problem which has not been solved.

Existing literatures regard Bayesian network as the best model to manage operational risk. The parameters of the nodes in Bayesian network represent the characteristic parameters of the Loss Distribution Approach. The methodology of choosing network nodes is divided into three categories: (1) regard key risk indicators (e.g., employee turnover rates) as nodes; (2) consider loss frequency and loss severity caused by loss events as nodes; (3) define characteristic parameters of the loss distribution as nodes. Actually, three types of...
nodes reflect operational risk from diverse perspectives. While key risk indicators are able to reflect the change of the operational risk, they still cannot reflect the measurement changes in results. Although the mathematical expectation of loss frequency and severity distribution can reflect measure changes directly, under the condition that loss severity distribution is heavy-tailed, loss severity distribution may not have mathematical expectation. Moreover, some empirical researches have proved that loss severity distribution has significantly heavy-tail characteristic, meaning that under some loss severity distribution, internet nodes are unavailable. Fortunately, no matter how loss distribution changes, characteristic parameters still exist and directly reflect the change result of measurement. Consequently, in Bayesian model, using key risk indicator or expectation of loss frequency and severity as nodes do have some drawbacks, therefore it is appropriate to take characteristic parameter as internet nodes.

Previous literatures have found that the object that the operational risk management target at is exactly the characteristic parameter of loss distribution. Chapelle and Grama et al (2008) found that varied operational risk management measures affect different loss distribution: some management measures (e.g., “Dashboard”) solely influence loss frequency distribution, some management measures (e.g., “Rapid reaction”) solely influence loss severity distribution, while some other management measures (e.g., “Audit tracking”, “Business line”) have both influence on loss frequency distribution and loss severity distribution and thereby achieving regulation deviation. Further more, that means, disparate management measures have different impact on different characteristic parameters and operational risk management is essentially to govern characteristic parameter. In order to maximize management efficiency, the chief management objects should be the characteristic parameter which exerts enormous effect on operational VaR. These parameters can be identified only by measurement model.

Can we identify the key management parameters by measurement model? At present, financial institutes mainly use Loss Distribution Approach to measure operational risk. Under that method, operational VaR is formulated by loss severity distribution and loss frequency distribution. However, with LDA, we can only calculate operational VaR by convolution calculation formula, sparse vector method and Panjer recursion etc. Therefore, analytical solution of the operational value at Risk is non-existent, which results in two problems. For one thing, we do not know which parameters exert the biggest impact on operational VaR, so management target is uncertain. For another thing, when one parameter changes, we are unable to tell whether capital reserve estimate changes and the direction it changes to. Consequently, we fail to evaluate our risk management measures that mean operational risk measurement cannot afford useful information for risk management so that blindness exists in management.

The existing of analytical solution of operational VaR is a prerequisite for addressing the above problems. Bocker and Klüppelberg (2005), Bocker and Sprittulla (2006) and Bocker (2006) have found that, with LDA, when it comes to the general distribution, the analytical solution to operational VaR is not existing. But as for the heavy-tailed risk measurement, the value of the tail does have analytical solution. Operational VaR exactly satisfies the condition: New Basel Accord stipulated that, the regulatory capital for operational risk is calculated by VaR at a confidence level 99.9%. It is actually tail value under high confidence level as well as heavy-tailed distribution. Therefore, there is an analytical solution to heavy-tailed operational VaR.

The analytical solution of operational VaR combines characteristic parameters with operational VaR directly. And thereby it is likely to discuss the sensitivity of capital reserve estimate to changes in characteristic parameter and its change trend. By doing so, we can identify the parameter, which influences capital reserve most as the key management parameter of the elasticity, and furnish references for management measures. That is, the key management parameters are used to synthesis measurement model with management model. Measurement model not only affords management object to management model and take the function of effect surveillance of management model, but also provides valid ground for management measures revision. Hence, the key management parameters technically become connection parameters,
turning the framework of operational risk management into a cycling system.

Literature 10 manifests that, when we use Generalized Extreme Value Distributions to model severity distribution, some operational loss events compile with Weibull distribution. So our article discusses the combination parameter for measurement model and management model under that distribution. Literature 16 finds that, if loss severity distribution follows Weibull distribution, we can get the analytical solution of the operational VaR. Moreover, this article investigates the confidence level and sensitivity of operational VaR using computer simulation. Based on this, our paper assumes the loss severity distribution follows Weibull distribution, and explores the key management parameters by analyzing the sensitivity of operational VaR to characteristic parameter. First, our paper derives the analytical solution of the operational VaR under high confidence level. We probe into the parameter elasticity of operational VaR and discrimination model is established by operational risk measurement model and management model. Finally, we prove its validity by numerical analysis.

Operational risk is embedded in all kinds of financial institutions and economic activities. Compared with conventional market risks and credit risks, the management of operational risk is harder. Partially, it cannot be eliminated by selling positions. Our article creatively comes up with a valuable model to manage operational risk effectively and manage operational risk in some sense.

2. Measurement of operational VaR

Using LDA to measure heavy-tailed operational risk, one can derive the analytical solution of the Operational VaR (OpVaR(α)) as follows at high confidence level:

\[ OpVaR_\alpha = F^{-1}(1 - \frac{1 - \alpha}{EN(\Delta t)}) \]  

(1)

where Δt is the target horizon, α is a confidence level close to 1, F(·) is cumulative function, EN(Δt) is the expected loss frequency during Δt. For convenience, in the following, we use μ to replace EN(Δt) for simplification.

Based on the nature of cumulative distribution functions, equation (1) implies 0 ≤ 1/(1 - α)/μ ≤ 1 and consequently

\[ \mu/(1 - \alpha) \geq 1. \]

According to the numerical results for operational risk loss severity distribution in literature 10, we assume the loss severity follows a Weibull distribution:

\[ F_\alpha(x) = 1 - \exp\left(-\frac{x}{\theta_\alpha}\right)^\alpha \]

\[ x > 0, \xi_\alpha > 0, \theta_\alpha > 0 \]  

(2)

where x denotes loss severity, θα and ξα are the shape and scale parameters of the Weibull distribution respectively. Plug equation (4) into equation (2) to obtain

\[ OpVaR_\alpha(\alpha) = \theta_\alpha \ln \left(\frac{\mu}{1 - \alpha}\right)^{\frac{1}{\xi_\alpha}} \]

\[ \xi_\alpha > 0, \theta_\alpha > 0, \mu \geq 0 \]  

(3)

Since \( \frac{\mu}{1 - \alpha} \geq 1 \), then \( \ln \frac{\mu}{1 - \alpha} \geq 0 \), operational risk restores normalcy, OpVaR(\alpha) ≥ 0, equation (3) makes sense. When \( \mu/(1 - \alpha) = 1 \), operational risk is non-existent, OpVaR(\alpha) = 0, which indicates that the financial institution in question has ceased business operations. Only on the condition that \( \mu/(1 - \alpha) \geq 1 \), we can discuss the key management indicators for operational risk. From equation (3) we know that at some certain confidence level α, the estimated OpVaR(α) only depends on characteristic parameters (θα, ξα and μ). θα and ξα are the shape and scale parameters of the Weibull distribution respectively, while μ is the characteristic parameter of loss frequency distribution. Different management measures have different impact on loss frequency distribution as well as severity distribution. To be specific, policy effect on characteristic parameters differs, so the influence on OpVaR(α) differs. Consequently, the parameter which has greatest effect on OpVaR(α) is the key management indicator for operational risk management. Naturally, it is the connection parameter of measurement model and management model as well. In the following, we will discuss how to identify these parameters.

3. Connection parameters of measurement model and management model

3.1 Theoretical model

Connection parameters of measurement model and management model are the key management parameters for operational risk. In order to manage risk comprehensively, we need to identify two kinds of key parameters: First, distinguish main influential factors of
operational risk. There is no doubt that these influential factors can provide references for authorities to draw on when setting rules. Second, we need to distinguish the key parameters which affect operational VaR’s sensitivity enormously. By monitoring and predicting the possible change of these key parameters, we can come up with possible direction for regulators to revise their measurements. In the following, let us investigate it through the sensitivity analysis \( OpVaR(\alpha) \).

For different characteristic parameters (\( \theta_w, \xi_w \) and \( \mu \)), the numerical size and variation range differs greatly. The variation of \( OpVaR(\alpha) \) (i.e., \( \Delta OpVaR(\alpha) \)) caused by absolute variation of \( \theta_w, \xi_w \) and \( \mu \) (\( \Delta \theta_w, \Delta \xi_w, \Delta \mu \)) cannot fully reflect the characteristic parameters to the sensitivity of \( OpVaR(\alpha) \). Only the percentage change in \( \theta_w, \xi_w, \mu \) causes by absolute \( \Delta \theta_w, \Delta \xi_w, \Delta \mu \) does accurately denote the sensitivity of \( OpVaR(\alpha) \) relating to \( \theta_w, \xi_w, \mu \). According to elastic theory, elasticity can be quantified as the ratio of the percentage change in one variable to the percentage change in another variable, while the latter variable has influence on the former. Therefore, we can use parameter elasticity of \( OpVaR(\alpha) \) as a proxy of the \( OpVaR(\alpha) \) sensitivity with respect to characteristic parameters.

**Definition**

The elasticity of \( OpVaR(\alpha) \) in response to \( \theta_w, \xi_w, \mu \):

- \( E_{\theta_w} = \lim_{\Delta \theta_w \to 0} \frac{\Delta OpVaR(\alpha)/OpVaR(\alpha)}{\Delta \theta_w/\theta_w} \)
- \( E_{\xi_w} = \lim_{\Delta \xi_w \to 0} \frac{\Delta OpVaR(\alpha)/OpVaR(\alpha)}{\Delta \xi_w/\xi_w} \)
- \( E_\mu = \lim_{\Delta \mu \to 0} \frac{\Delta OpVaR(\alpha)/OpVaR(\alpha)}{\Delta \mu/\mu} \)

Plug equation (3) into the definition we obtain:

- \( E_{\theta_w} = 1 \) \quad (4)
- \( E_{\xi_w} = -\ln \left( \frac{\mu}{1-\alpha} \right)^{\frac{1}{\xi_w}} \) \quad (5)
- \( E_\mu = \left( \frac{\xi_w}{\ln \left( \frac{\mu}{1-\alpha} \right)} \right)^{-1} \) \quad (6)

Equation (4) denotes that, scale parameter elasticity of \( OpVaR(\alpha) \) is unit elasticity. i.e., \( OpVaR(\alpha) \) always changes 1% while \( \theta \) changes 1%. Equation (5) and (6) imply that shape parameter elasticity of \( OpVaR(\alpha) \) and frequency parameter elasticity of \( OpVaR(\alpha) \) have no relationship with scale parameter, which means scale parameter has no impact on the \( OpVaR(\alpha) \) sensitivity of characteristic parameters of \( \xi \) and \( \mu \). But shape parameter and frequency parameter do have some influence. The reason for this is that the operational risk is influenced by both loss severity distribution and loss frequency distribution. In the loss severity distribution, shape parameter denotes the thickness and length of the tail, (i.e., it decides the tail risk). In the loss frequency distribution, operational risk is decided by loss frequency. Scale parameters and frequency parameters respectively represent the influence of severity distribution and frequency distribution. If the frequency parameter is the key parameter, then \( OpVaR(\alpha) \) is mostly influenced by loss frequency distribution. Thus, identifying the key parameter for operational risk actually equals to selecting parameter from shape parameter and frequency parameter. Furthermore, we can distinguish the key influential indicator. In the following, we list the general methodology to judge the key management parameters.

Before we come up with our propositions, we would better reclaim our assumptions: The financial institutions we concerned about use Loss Distribution Approach to measure operational risk and do not cease business operations. Loss severity distribution of operational risk complies with Weibull distribution.

**Proposition 1** Under the previous assumption, we find following rules

(i) \( E_{\mu} > 0 \) \quad as \( 0 < \ln \frac{\mu}{1-\alpha} \leq 1 \), \( E_{\xi_w} \geq 0 \) \quad as \( \ln \frac{\mu}{1-\alpha} > 1 \), \( E_{\mu} < 0 \)

(ii) as \( \alpha \to 1 \), \( E_{\xi_w} \to -\infty \), \( E_\mu \to 0 \)

(iii) as \( -\ln \frac{\mu}{1-\alpha} \ln \left( \ln \frac{\mu}{1-\alpha} \right) \geq 1 \) \quad \( E_{\xi_w} \geq E_\mu \), otherwise. \( E_{\xi_w} < E_\mu \) (see proof in Appendix A)

From proposition 1(i), we know that two possible factors contribute to the risk magnifying: one is the increasing of frequency parameters,
that mean though loss severity is not huge, increasing loss frequency would lead to overall loss increase. The other is the variation of the shape parameter: when \( \ln \frac{\mu}{1-\alpha} > 1 \), as shape parameter increases, the tail of the operational risk is thinner, and operational risk increases. Conversely, if shape parameter decreases, operational risk decreases. Specifically, in order to reduce operational risk, the change direction of shape parameter hinges on different operational condition. Hence, in the reality to manage operational risk, if shape parameter is the key management parameter, we should judge the case first. Then we can fix the change direction of the parameter and make management measures to achieve it.

Further, according to proposition 1(ii), theoretically, when confidence level \( \alpha \) approximates to 1 (confidence level is very high), shape parameter would exert enormous influence on operational risk (tend to infinity), while frequency parameter has little influence on it (tend to zero). According to proposition 1(iii), the different influence two parameters exert on operational risk can be represented by the criterion \( \ln \left[ \ln \left( \frac{\mu}{(1-\alpha)} \right) \ln \ln \left( \frac{\mu}{(1-\alpha)} \right) \right] \). Set \( \Delta E = -\ln \left( \frac{\mu}{(1-\alpha)} \right) \ln \ln \left( \frac{\mu}{(1-\alpha)} \right) \). Given \( \Delta E > 1 \), shape parameter’s influence is greater than frequency parameter. As \( \alpha \) increases, \( \Delta E \) increases and the diversity becomes larger. Given \( \Delta E < 1 \), shape parameter’s influence is less than frequency parameter. As \( \alpha \) increases, \( \Delta E \) increases and the diversity becomes smaller. When \( \alpha \) is fixed, discriminant is only decided by \( \mu \), i.e., the diversity between \( E_{\nu} \) and \( E_{\mu} \) is decided by \( \mu \).

As \( \frac{\mu}{1-\alpha} > 1 \), then \( \mu > 0.001 \). Therefore figure 1 regards \( \mu = 0.001 \) as the starting point of abscissa. Given \( \Delta E = 0 \), we can get \( \mu = 0.0027 \), \( E_{\nu} = 0 \), i.e., shape parameters has no influence on operational risk. Given \( \Delta E = -1 \), we can get \( \mu = 0.0058 \), i.e., as shape parameter increases, operational risk decreases and shape parameter and frequency parameter have the same influence on it. Therefore, there exist three regimes for the relationship between \( \mu \) and \( \Delta E \).

According to figure 1:

In section ①, given \( 0.001 < \mu < 0.0027 \), then \( \Delta E > 0 \) and \( |\Delta E| < 1 \). We know \( E_{\nu} > 0 \) and \( E_{\mu} < E_{\nu} \). As shape parameter (or frequency parameter) increases, operational risk increases, but frequency parameter exerts greater influence than shape parameter. Under this condition, frequency parameter is the main
factors to affect operational risk, i.e., loss frequency distribution is the main management object.

In section ②, given $0.0027 < \mu < 0.0058$, then $\Delta E < 0$, $|\Delta E| < 1$. We know $E_{\mu} < 0$ if $E_{\mu} < E_{\nu}$. As shape parameter decreases (or frequency parameter increases), operational risk increases, but frequency parameter exerts greater influence than shape parameter. Under this condition, frequency parameter is the main factors to affect operational risk; i.e., loss frequency distribution is the main management object.

In section ③, given $\mu > 0.0058$ then $\Delta E < 0$ and $|\Delta E| > 1$. We know $E_{\nu} < 0$ and $|E_{\mu}| > E_{\nu}$. As shape parameter decreases (or frequency parameter increases), operational risk increases, but shape parameter exerts greater influence than frequency parameter. Under this condition, shape parameter is the main factors to affect operational risk, i.e., loss severity distribution is the main management object. As we can see in the figure 1, with $\mu$ increasing, the curve shifts to the right bottom of the picture and discriminant becomes larger, i.e., the difference between $|E_{\mu}|$ and $E_{\nu}$ becomes larger. Therefore, shape parameter plays a significantly pivotal role in risk management.

Consequently, according to different operational risk condition, financial institutes are supposed to firstly judge different section of loss distribution and then find out the key management indicator by proposition 1. This proposition not only provides foundation for setting and revising management measures, but also can be used to check the effect of the measures.

From equation (5)~(6), under the certain confidence level, the elasticity of $OpVaR(\alpha)$ changes as shape parameter and frequency parameter change, and therefore relative size of $E_{\nu}$ and $E_{\mu}$ varies. Owing to this, the key management parameter of the operational risk can change from shape parameter to frequency parameter or change from frequency parameter to shape parameter. Further on, we will go ahead to introduce proposition 2 to discuss the changing rule between $E_{\nu}$ and $E_{\mu}$.

**Proposition 2** Given previous assumptions, following rules can be found.

(i) The change direction of the operational risk sensitivity. Given $\ln \frac{\mu}{1-\alpha} \geq 1$, then $\frac{\partial E_{\nu}}{\partial E_{\mu}} \geq 0$.

Given $0 < \ln \frac{\mu}{1-\alpha} < 1$, then $\frac{\partial E_{\nu}}{\partial E_{\mu}} < 0$;

(ii) The change degree of the operational risk sensitivity:

(1) Given $\left| \frac{\mu}{\xi_{w}} - \frac{\mu}{1-\alpha} \right| \geq 1$, then $\frac{\partial E_{\nu}}{\partial E_{\mu}} \geq \left| \frac{\partial E_{\nu}}{\partial E_{\mu}} \right|$;

(2) Given $\frac{\mu}{\xi_{w}} - \frac{\mu}{1-\alpha} \geq 1$, then $\frac{\partial E_{\nu}}{\partial E_{\mu}} \geq \left| \frac{\partial E_{\nu}}{\partial E_{\mu}} \right|$;

(3) Given $\left| \frac{\mu}{\xi_{w}} - \frac{\mu}{1-\alpha} \right| \geq 1$, then $\frac{\partial E_{\nu}}{\partial E_{\mu}} \geq \left| \frac{\partial E_{\nu}}{\partial E_{\mu}} \right|$;

(4) Given $\ln \frac{\mu}{1-\alpha} \geq 1$, then $\frac{\partial E_{\nu}}{\partial E_{\mu}} \geq \left| \frac{\partial E_{\nu}}{\partial E_{\mu}} \right|$. (see proof in Appendix B)

From proposition 2(i), as frequency parameter increases, $E_{\nu}$ and $E_{\mu}$ decreases; As shape parameter increases, $E_{\mu}$ decreases, but $E_{\nu}$ is uncertain which depends on different operational risk state. Specifically, given $\ln \frac{\mu}{1-\alpha} \geq 1$, $E_{\nu}$ increases as frequency parameter
increases; given $0 < \ln \frac{\mu}{1-\alpha} < 1$, $E_{\xi}$ decreases. The different influence degree of shape parameter and frequency parameter to $E_{\xi}$ and $E_{\mu}$ can be determined by four determinants, and therefore we can identify the most important characteristic parameter.

According to proposition 2(ii), let

$$\frac{\mu}{\xi} \ln \frac{\mu}{1-\alpha} = 1, \quad \frac{\mu}{\xi} \ln \frac{1-\alpha}{\mu} = 1.$$ 

When $\alpha$ is set at 99.9%, we can get figure 2. The point on the curve $L_1$ denotes $\xi$ and $\mu$ have the same effect on $E_{\xi}$. Left region of $L_1$ denotes $\xi$ have less impact than $\mu$, right region of $L_1$ denotes conversely. The point on the curve $L_2$ denotes $\xi$ and $\mu$ have the same effect on $E_{\mu}$. Left region of $L_2$ denotes $\xi$ have less impact than $\mu$, while right region of $L_1$ denotes conversely. The curve $L_1$ intersects the curve $L_2$ at (0.0151, 0.041). This point of intersection denotes $\xi$ and $\mu$ have the same effect on $E_{\xi}$ and $E_{\mu}$. Obviously, $L_1$ and $L_2$ divide coordinate plane into four sections I, II, III and IV, different region denoting different state of the operational risk.

Likewise, according to proposition 2(ii), let $\Delta E_1 = \ln \frac{\mu}{1-\alpha} \ln \frac{\mu}{1-\alpha}$, $\Delta E_2 = \ln \frac{\mu}{1-\alpha}$. When setting $\alpha = 99.9\%$, we can get figure 3. Curve $L_1'$ denotes the different degree which $\xi$ exerts on $E_{\xi}$ and $E_{\mu}$, $\mu = 0.0058$, $\Delta E_1 = 1$ imply the influence degree is the same. Therefore, $L_1'$ divide coordinate plane into two different regions: $\Delta E_1 > 1$ and $\Delta E_1 < 1$. Curve $L_2'$ denotes the different degree which $\mu$ exerts on $E_{\xi}$ and $E_{\mu}$, $\mu = 0.0027$, $\Delta E_2 = 1$ imply the influence degree is the same. Therefore $L_2'$ divides coordinate plane into two different regions: $\Delta E_2 > 1$ and $\Delta E_2 < 1$.

![Fig.2. different degree of influence 1](image1)

![Fig.3. different degree of influence 2](image2)

Given $\frac{\mu}{1-\alpha} > 1$, then $\mu > 0.001$. The figure 2 and figure 3 both regard $\mu = 0.001$ as the starting point of abscissa. Key influential indicator for operational risk is different due to different position of $\xi$ and $\mu$.

In region I, $|\frac{\partial E_{\xi}}{\partial \xi}| > |\frac{\partial E_{\xi}}{\partial \mu}|$ and $|\frac{\partial E_{\mu}}{\partial \xi}| < |\frac{\partial E_{\mu}}{\partial \mu}|$ manifest $\xi$ is the key influential parameter for $E_{\xi}$ and $\mu$ is the key influential parameter for $E_{\mu}$. Since in region I, $\mu > 0.0151$. Also note...
is, if $\mu$ decreases, the diversity becomes smaller. Given $0.0027 < \mu < 0.0058$, then $\frac{\partial E_{\xi_w}}{\partial \mu} > \frac{\partial E_{\mu}}{\partial \mu}$, so $\mu$ has little effect on $E_{\xi_w}$. All conclusions manifest that the effect one parameter exerts on the elasticity of another parameter is always greater than the effect that one parameter exerts on its own. Given $0.0058 < \mu < 0.0151$, then $\frac{\partial E_{\xi_w}}{\partial \mu} > \frac{\partial E_{\mu}}{\partial \mu}$ . Consequently, we deduce $\frac{\partial E_{\mu}}{\partial \mu} > \frac{\partial E_{\xi_w}}{\partial \mu}$, i.e., $\mu$ has the greatest effect on $E_{\xi_w}$.

In region $\Pi$, $\frac{\partial E_{\xi_w}}{\partial \mu} > \frac{\partial E_{\xi}}{\partial \mu}$ and $\frac{\partial E_{\xi}}{\partial \mu} > \frac{\partial E_{\mu}}{\partial \mu}$. As $\mu$ increases, the diversity becomes larger. Given $0.001 < \mu < 0.0027$, then $\frac{\partial E_{\xi_w}}{\partial \mu} > \frac{\partial E_{\mu}}{\partial \mu}$, $\zeta_u$ has little effect on $E_{\xi_w}$ than $E_{\mu}$. As $\mu$ decreases, the diversity becomes larger. Given $0.001 < \mu < 0.0027$, then $\frac{\partial E_{\xi_w}}{\partial \mu} > \frac{\partial E_{\mu}}{\partial \mu}$, $\zeta_u$ has greater effect on $E_{\xi_w}$ than $E_{\mu}$. As $\mu$ increases, the diversity becomes larger.

From the above analysis, if we know the position of the characteristic parameter, we can distinguish key influential factors for $E_{\xi_w}$ and $E_{\mu}$ according to proposition 2. Normally we can predict and supervise the possible variation of the key influential parameters.

Discrimination model of parameter management for operational risk is constructed by proposition1 and proposition2. For one thing, the model can identify the key influential factor. For another thing, it can predict and...
supervise the possible variation of the key influential parameters.

### 3.2 Numerical Analysis

From the logic process for establishing theoretical model, we know that such model are satisfied under certain condition. We need to check whether the state of the operational risk matches condition before we apply it: First, operational loss severity distribution must be heavy-tailed distribution. When using GEV to comply with loss severity distribution, it is eligible to choose Weibull distribution. If the loss distribution is not heavy-tailed, we can not use the model. Second, after calculating characteristic parameters for loss severity distribution and loss frequency distribution, we should judge whether \( \frac{\mu}{1 - \alpha} > 1 \) is tenable or not. If the above inequality is satisfies, then we can apply the model, otherwise we cannot use it. Up to now, we do not have professional open database for operational risk to research, due to the confidentiality of the operational loss. Therefore, our data using in empirical analysis is obtained by previous literatures which provide the characteristic parameters for us to test the model. Literature 10 classifies operational loss according to the standard set by the New Basel: Damage to Physical Assets (DPA), Internal Fraud (IF), Employment Practices and Workplace Safety (EPWS), Clients, Products and Business Practices (CPBP), and Execution Fraud (EF), Delivery and Process Management (EDPM), and External Fraud (EF). The literature uses Weibull distribution to comply with operational loss severity distribution and Poisson distribution to comply with operational loss frequency distribution. The obtained characteristic parameters for operational loss distribution are presented in chart 1 as follows.

Weibull distribution is heavy-tailed distribution. When setting \( \alpha = 99.9\% \), \( \frac{\mu}{1 - \alpha} > 1 \) satisfies (as chart 1 denotes). Therefore, this case satisfies the condition that model requires and we can use this model to identify the key management parameters for bank. In the following, we set \( \alpha = 99.9\% \) and use the data obtained from Weibull distribution in literature 10 to verify the theory model.

First, test and verify proposition 1. According to empirical fitting results in literature 10, from proposition 1 we can get table 1.

<table>
<thead>
<tr>
<th>Business line</th>
<th>( \mu )</th>
<th>( \xi_w )</th>
<th>( \frac{\mu}{1 - \alpha} )</th>
<th>( \Delta E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF</td>
<td>0.52</td>
<td>0.59</td>
<td>515.9</td>
<td>-11.44</td>
</tr>
<tr>
<td>DPA</td>
<td>0.3736</td>
<td>0.52</td>
<td>337.6</td>
<td>-10.26</td>
</tr>
<tr>
<td>EPWS</td>
<td>0.62</td>
<td>0.57</td>
<td>617.0</td>
<td>-11.95</td>
</tr>
<tr>
<td>CPBP</td>
<td>3.24</td>
<td>1.3E-6</td>
<td>3242.0</td>
<td>-16.89</td>
</tr>
<tr>
<td>EDPM</td>
<td>9.85</td>
<td>3.47E-7</td>
<td>9853.5</td>
<td>-20.40</td>
</tr>
<tr>
<td>EF</td>
<td>141.26</td>
<td>0.82</td>
<td>14126.1</td>
<td>-29.33</td>
</tr>
</tbody>
</table>

According to table 1, from proposition 1 we know:

1. The variation direction of the operational VaR. Since \( \Delta E < 0 \), then \( E_{\xi_w} < 0 \). Specifically, as shape parameter increases, operational risk value decreases.

2. The key influential parameters for operational VaR. Discriminant is much greater than 1. Consequently, shape parameter exerts much bigger influence on operational risk than frequency parameter. Criterion discriminant \( |\Delta E| \) denotes different influence degree of two parameters for operational risk. In six kinds of operational loss, discriminant of EF is the biggest one, denoting the diversity of influence degree between two parameters is the greatest. However, the discriminant of DPA is the minimum, denoting the diversity of influence degree between two parameters is smallest. That conclusion can be obtained from figure 1 straightforwardly: Given \( |\Delta E| \) is greatly than 1,
it is the loss type EF that locates in the bottom right of the figure, manifesting the diversity of the two characteristic parameter influential degree is the greatest for such loss distribution. It is the loss type DPA that locates in the top left of the figure, manifesting the diversity of the two characteristic parameter influential degree is the smallest.

Next, test and verify proposition2. From Table 2 we know,

Table 2. The discriminant of sensitivity formula

<table>
<thead>
<tr>
<th>Business line</th>
<th>$\frac{\alpha \ln \mu}{\xi_w (1-\alpha)}$</th>
<th>$\frac{\mu \ln \frac{\mu}{1-\alpha}}{1-\alpha}$</th>
<th>$\frac{\xi_w \ln \frac{\mu}{1-\alpha} - \mu}{1-\alpha}$</th>
<th>$\ln \frac{\mu}{1-\alpha}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF</td>
<td>10.0</td>
<td>5.46</td>
<td>11.44</td>
<td>6.25</td>
</tr>
<tr>
<td>DPA</td>
<td>6.70</td>
<td>3.78</td>
<td>10.26</td>
<td>5.82</td>
</tr>
<tr>
<td>EPWS</td>
<td>12.9</td>
<td>6.95</td>
<td>11.95</td>
<td>6.42</td>
</tr>
<tr>
<td>CPBP</td>
<td>4.21E+07</td>
<td>2.02E+07</td>
<td>16.89</td>
<td>8.08</td>
</tr>
<tr>
<td>EDPM</td>
<td>5.79E+08</td>
<td>2.61E+08</td>
<td>20.40</td>
<td>9.20</td>
</tr>
<tr>
<td>EF</td>
<td>5.05E+03</td>
<td>2.04E+03</td>
<td>29.33</td>
<td>11.86</td>
</tr>
</tbody>
</table>

(1) The variation direction of operational risk sensitivity. Since \(\ln(\mu/(1-\alpha)) > 1\), then \(\partial E_{\xi_w}/\partial \xi_w > 0\). Specifically, as shape parameter increases, operational risk sensitivity increases.

(2) The comparison of changing degree of operational risk sensitivity. All criterion determinants are greater than 1, we can get \(\frac{\partial E_{\xi_w}}{\partial \xi_w} > \frac{\partial E_{\mu}}{\partial \mu}\). It is obvious that shape parameter is the key influential parameter for \(E_{\xi_w}\) and \(E_{\mu}\). But the influence degree is different to a certain degree. Specifically, since \(\alpha > 1\), we can deduce \(\frac{\partial E_{\xi_w}}{\partial \xi_w} > \frac{\partial E_{\mu}}{\partial \mu}\). That is to say, shape parameter exerts greater influence on \(E_{\xi_w}\) than \(E_{\mu}\). What’s more, as frequency parameter increases, \(\Delta E_{\xi_w}\) increases and diversity increases. That conclusion can also be obtained from figure 2 and figure 3: In figure 2, the coordinate of characteristic parameter for loss distribution locates region IV. In figure 3, the coordinate of characteristic parameter for loss distribution locates where \(\mu > 0.0058\). Consequently, shape parameter is the key influence parameter for operational risk sensitivity. Although \(\partial E_{\xi_w}/\partial \xi_w < 0\), we still have \(\partial E_{\xi_w}/\partial \xi_w > 0\). Consequently, as shape parameter increases, operational risk sensitivity increases.

From the above illustrations, we know shape parameter is the key influential parameter for operational risk as well as for operational risk sensitivity: as shape parameter increases, \(OpVaR(\alpha)\) at risk decreases. And decreasing velocity increases. This reflects that operational risk is increasingly sensitive relating to the change of the shape parameters and shape parameter becomes the key operational risk management parameter. Therefore, in this bank, in order to reduce operational risk, proper measures should be organized and revised to amplify shape parameter. Specifically, management measures like speed up rapid reaction ability, business continuity are expected. In different business line, the influence degree of shape parameter is different. Therefore, the intensity of management measures should be diverse owing to this diversity. To be specific, for business lines which have strong impact on operational risk, management measures should be reinforced extensively. Otherwise, the intensity of management measures should be...
The above examples illustrate that the discrimination model of key management parameters for operational risk is validated and effective. The establishment of the discrimination model offers a methodology to identify crucial management parameters. It combines measurement model and management model and make it possible for the integration of the two models. Then operational risk management frameworks to be a complete system. First, from measurement model, we identify key management parameters. Next, input the parameters into management model as management object to come up with measures to manage risks. Then, judge the validity of the management measures by discrimination model as the measures have been enforced for some time: If characteristic parameters of loss distribution changes, the management measures are effective, otherwise, the management measure are invalid. If management measure are effective, we go ahead and analyze whether we achieve our goal, where the error comes from and slightly adjust our management measures. If management measures are invalid, we should find out the reason and amend the management measures. Finally, take revised measures into the management model again. It is likely to integrate measurement model with management model into an operational risk management framework, forming a dynamic system. Therefore, we are able to manage and monitor operational risk dynamically and consequently effectively curb operational risk.

4. Concluding Remarks

The existing empirical analysis manifests that operational risk is heavy-tailed. When using Generalized Extreme Value Distribution to fit loss severity distribution, Weibull distribution is a good choice to comply with some kind of operational loss. Based on this, after deducing analytical solution of heavy-tailed operational risk, our article theoretically analyzes sensitivity of \( \text{OpVaR}(\alpha) \) and the discrimination model which combines measurement model and management model. Moreover we use examples to illustrate the validity of the model. The establishment of the model offers methodology for supervising the effect on the management measures. Further, our theory model combines measurement model and management model, making operational risk management model into a complete framework and forming an dynamic management system of the operational risk. Our research further improves the application of the Loss Distribution Approach in operational risk measurement and management.
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Appendix:

A: proof of proposition 1:

Proof

For (i), we know \( \ln \left( \frac{\mu}{1 - \alpha} \right) > 0 \) and \( \zeta_w > 0 \). When \( 0 < \ln \left( \frac{\mu}{1 - \alpha} \right) \leq 1 \), \( E_{\zeta_w} \geq 0 \). When \( \ln \left( \frac{\mu}{1 - \alpha} \right) > 1 \), \( E_{\zeta_w} < 0 \). Since \( \ln \left( \frac{\mu}{1 - \alpha} \right) \geq 0 \) an

\[ d \zeta_w > 0, \text{ then } E_{\mu} = (\zeta_w \ln \left( \frac{\mu}{1 - \alpha} \right))^{-1} > 0. \]

For (ii), from equation (5) we know, \( \lim_{a \to 1} E_{\zeta_w} = \lim_{x \to 1} - \left[ \ln \left( \frac{\mu}{1 - \alpha} \right) \right]^{x-1} = -\infty \). From equation (6) we know, \( \lim_{a \to 1} E_{\mu} = \lim_{x \to 1} (\zeta_w \ln \left( \frac{\mu}{1 - \alpha} \right))^{-1} = 0. \)

For (iii), since \( \frac{E_{\zeta_w}}{E_{\mu}} = \frac{- \ln \left( \frac{\mu}{1 - \alpha} \right)}{(\zeta_w \ln \left( \frac{\mu}{1 - \alpha} \right))^{-1}} = - \ln \left( \frac{\mu}{1 - \alpha} \right) \ln \left( \frac{\mu}{1 - \alpha} \right) \). When \( \left| \ln \left( \frac{\mu}{1 - \alpha} \right) \right| \geq 1 \), \( \left| E_{\zeta_w} \right| \geq \left| E_{\mu} \right| \), otherwise, \( \left| E_{\zeta_w} \right| < \left| E_{\mu} \right| \).

B: proof of proposition 2:

Proof

Firstly we prove proposition (i). From equation (5) we know that:

\[ \frac{\partial E_{\zeta_w}}{\partial x} = \xi_w^{-2} \ln \left( \frac{\mu}{1 - \alpha} \right) \] (7)

\[ \frac{\partial E_{\zeta_w}}{\partial \mu} = - \left( \xi_w \ln \left( \frac{\mu}{1 - \alpha} \right) \right)^{-1} \] (8)

Since \( \xi_w > 0 \), \( \ln \left( \frac{\mu}{1 - \alpha} \right) \geq 0 \), and \( \mu > 0 \), from equation (7) we know, when

\[ \ln \left( \frac{\mu}{1 - \alpha} \right) \geq 1 \), \( \frac{\partial E_{\zeta_w}}{\partial x} \geq 0 \). When \( 0 < \ln \left( \frac{\mu}{1 - \alpha} \right) < 1 \), \( \frac{\partial E_{\zeta_w}}{\partial x} < 0 \). From equation (8) we know, \( \frac{\partial E_{\zeta_w}}{\partial \mu} < 0 \).

From equation (6) we have:
\[
\frac{\partial E_\mu}{\partial \xi_w} = -\xi_w^{-2} (\ln \frac{\mu}{1-\alpha})^{-1}
\]

(9)

\[
\frac{\partial E_{\mu \mu}}{\partial \mu} = -\frac{\xi_w^{-1}}{\mu} (\ln \frac{\mu}{1-\alpha})^{-2}
\]

(10)

Since \(\xi_w > 0\), \(\ln \frac{\mu}{1-\alpha} \geq 0\), \(\mu > 0\). From equation (10) we know \(\frac{\partial E_{\mu \mu}}{\partial \xi_w} < 0\).

For proposition (ii), from \(\frac{\partial E_{\xi_w \xi_w}}{\partial \xi_w} = -\frac{\xi_w}{\mu} \ln \frac{\mu}{1-\alpha} \ln (\ln \frac{\mu}{1-\alpha})\) we know that given

\(\frac{\partial E_{\xi_w \xi_w}}{\partial \xi_w} \geq \frac{\partial E_{\xi_w \xi_w}}{\partial \mu}\), otherwise, \(\frac{\partial E_{\xi_w \xi_w}}{\partial \xi_w} < \frac{\partial E_{\xi_w \xi_w}}{\partial \mu}\).

From \(\frac{\partial E_{\mu \mu}}{\partial \mu} = \frac{\mu}{\xi_w} \ln \frac{\mu}{1-\alpha}\) we know that, since \(\frac{\mu}{\xi_w} \geq 1\), \(\frac{\partial E_{\mu \mu}}{\partial \xi_w} \geq \frac{\partial E_{\mu \mu}}{\partial \mu}\), otherwise,

\(\frac{\partial E_{\mu \mu}}{\partial \xi_w} < \frac{\partial E_{\mu \mu}}{\partial \mu}\).

From \(\frac{\partial E_{\xi_w \xi_w}}{\partial \xi_w} = -\ln \frac{\mu}{1-\alpha} \ln (\ln \frac{\mu}{1-\alpha})\) we know that given \(\ln \frac{\mu}{1-\alpha} \ln (\ln \frac{\mu}{1-\alpha}) \geq 1\), \(\frac{\partial E_{\xi_w \xi_w}}{\partial \xi_w} \geq \frac{\partial E_{\xi_w \xi_w}}{\partial \mu}\), otherwise,

\(\frac{\partial E_{\xi_w \xi_w}}{\partial \xi_w} < \frac{\partial E_{\xi_w \xi_w}}{\partial \mu}\).

From \(\frac{\partial E_{\xi_w \xi_w}}{\partial \mu} = \ln \frac{\mu}{1-\alpha}\) we know that given \(\ln \frac{\mu}{1-\alpha} \geq 1\), \(\frac{\partial E_{\xi_w \xi_w}}{\partial \mu} \geq \frac{\partial E_{\xi_w \xi_w}}{\partial \mu}\), otherwise, \(\frac{\partial E_{\xi_w \xi_w}}{\partial \mu} < \frac{\partial E_{\xi_w \xi_w}}{\partial \mu}\).