An Improved Community Detection Algorithm Based on DCT and K-Means
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Abstract—Detecting an overlapping and hierarchical community structure can give a significant insight into structural and functional properties in complex networks. In this paper, we propose an improved algorithm to detect communities in the complex network. The proposed algorithm use discrete cosine transform (DCT) to transfer the topology information into frequency domain, and reduce the dimension of frequency signal with a preliminary threshold, and at last cluster the nodes using K-means. Finally, we apply the proposed algorithm in the real and artificial networks. The simulation results show that the proposed algorithm can avoid curse of dimensionality and it is more accurate than some existing mechanisms.
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I. INTRODUCTION

Nowadays, more and more people paid attention to complex system in the real world, like online social network, biological system, World-Wide Web, power grids, collaboration networks and so on. In these complex systems, a wide variety of complex systems can be regarded as complex networks¹⁻³ which are composed of vertices connected together by edges in pairs. For example, the World-Wide Web can be regarded as web sites connected by hyperlink, modeled biological networks reveal interaction among individuals and scientific citation networks uncover collaboration relationship in scientists. The study of these complex networks has last for several centuries and many problems have been solved, but recently the network topological structure has draw a great attention. One of the typical topological properties of complex networks is community structure within which nodes are densely connected and edges connecting different communities are sparser, and many researcher on networks among mathematicians and physicists has focused on this classic topological structure. The Fig.1 is a toy complex network with three typical communities. These topology structure generally provides a significant insight to functional properties in complex network⁴⁻⁶. For example, communities in social network might indicate some reasonable organizations, nodes with densely edges in collaboration network might belong to the same team.

Although the definition of community structure is straightforward and easy understanding, the algorithms of detecting these groups of vertices are difficult to construct. In order to detect community structure, many algorithms are created to uncover the feature. There are two typical algorithms which are based on the analysis of eigenvector of Laplacian matrix⁷ and the Kernighan–Lin method which iteratively splits a network into two sub-networks according to a greedy algorithm⁸. Recently, Newman and Girvan proposed a seminal algorithm to detect community structure based on the count of shortest-path in each pair of nodes⁹. The proposed algorithm calculated the edge betweenness which is the number of shortest-path passing through each edge, and then split the communities by removing the edge with the maximum betweenness step by step until all communities are detected. To evaluate community structure, Clauset and Newman defined a measurement named Modularity to detect the best partition of the complex network in Ref.¹⁰. Based on the concept of Modularity, some optimization algorithms are created. These methods use Modularity as the objective function, and proposed some constraint condition from topological feature of communities¹¹. To detect community structure in a near linear time, Raghavan et al. proposed a notable algorithm named label propagation algorithm (LPA)¹². After initializing each node with a unique label, LPA replaces every node's label repeatedly, and then updates the label with the greatest number of nearest neighbors. When all the labels cannot update, the nodes with the same label belong to the same community.

![FIGURE 1. A SMALL COMPLEX NETWORK WITH THREE TYPICAL COMMUNITIES](image-url)
community structure in the complex network. For Instance, Jiang et al. proposed an algorithm based on page rank and K-means to reveal communities[13]. However, many cluster algorithms based on K-means generally exist one fault called curse of dimensionality. To solve this problem, we introduce an improved algorithm to detect communities in the complex network. The proposed algorithm use DCT to transfer the topology information of complex network into frequency domain, and then reduce the dimensionality with a predefined threshold. At last, we use K-means to cluster nodes within the same community. We apply the improved algorithm in real-world and artificial networks, and the simulation results show the effectiveness of the proposed algorithm.

II. DETECTING COMMUNITIES WITH DCT AND K-MEANS

A. Reduce Dimensionality with DCT

Some community detection methods transfer the topology feature of the complex network into the coordinate of the Euclidean space. And then use K-means to cluster the nodes within the same group. In general, the complex network contains hundreds of nodes, which indicates the coordinate of the Euclidean space is hundreds of dimensions. According to Ref.[14], a large number of dimension usually leads to the problem of curse of dimensionality, which means large number of dimensions cause all nodes disperse in the Euclidean space. Thus the cluster result is not as good as expected. In this paper, we use DCT into the classic community detection algorithm to avoid the problem of curse of dimensionality and improve the cluster results.

In signal processing, DCT[15] is a transform which can transfer the signal information from time domain to frequency domain, and in the frequency domain, the coefficient shows the energy in each frequency. We notice that the similar signals share the similar coefficient feature after DCT, and the low frequency coefficients own most of the energy of the signal. Thus if we trade the nearest neighbor nodes of each node as the sample in the time domain, x=0,1,2,...,N-1, as follows:

\[ f(x) = \begin{cases} F(0) = \frac{1}{N} \sum_{x=0}^{N-1} f(x) \\ F(\mu) = \frac{2}{N} \sum_{x=0}^{N-1} f(x) \cos \left( \frac{2\pi x(1+1)\mu}{N} \right) \\
\end{cases} \]

where \( f(x) \) is \( N \) sample in the time domain, \( x=0,1,2,...,N-1 \), \( F(\mu) \) is the \( \mu \) th coefficient of the DCT, \( \mu(\mu=1,2,...,N-1) \) is the parameter of frequency domain, \( N \) is the number of the nodes.

As forementioned, Since the low frequency coefficients of the DCT cluster most energy of the signal, we can use the preliminary parameter \( \hat{\delta} \) to decide percentage of the energy we need, and then the dimension of the cluster can be reduced. Let matrix \( A \) is the adjacency matrix of the complex network, and \( D \) is the matrix of \( A \) after DCT, \( d_{ij}(i,j=1,2,...,N) \) is the element of \( D \). Thus the dimension of \( ith \) \((i=1,2,...,N)\) node in cluster algorithm \( k_i \) can be calculated with formula (2).

\[ k_i = \left\{ k_j \mid \frac{\sum_{j=1}^{N} d_{kj}}{\sum_{j=1}^{N} d_{ij}} \geq \hat{\delta} \right\} \] (2)

where \( \hat{\delta} \) is the threshold which means the energy percentage of the DCT. For each row of \( D \), we calculate the \( k_i \) \((i=1,2,...,N)\) with formula (2) and then use formula (3) to confirm the dimension of cluster \( k_{max} \).

\[ k_{max} = \{k_1,k_2,...,k_N\} \] (3)

B. Cluster Nodes with K-Means

K-means is a classic cluster algorithm which comes from Expectation-maximization algorithm. This method can cluster nodes within the Euclidean space according to their coordinates into \( K \) groups. In this paper, we use K-means to cluster the nodes in the complex network according to the coordinate from DCT and threshold \( \hat{\delta} \). First, the DCT can transfer each row of the adjacency matrix of the complex network, and then use the threshold \( \hat{\delta} \) to reduce the dimension in the frequency domain. The reduced dimension can be traded as the coordinate of the node which can be clustered by K-means.

The K-means is sensitive to the initial seeds. In general, K-means start from K initial seed nodes, and each node is put into the group whose center is nearest to the node. In this paper, we use the K-means++ method to choose the K initial seeds as far away from each other as possible[16], and this rule lead K initial seeds into K classes with great probability. Another problem is the value of K. In general, the possible value of K is from 2 to \( N-1 \) where \( N \) is the number of the network. In some situation, the number or the scope of K can be estimated according the number of the state which has football team in the network. For example, in the NCAA network[17], each node imply the football team from different state, so the scope of K can be estimated.

C. Workflow of the Improved Algorithm

According to the forementioned concepts and formulas, we proposed the improved community detection algorithm based on DCT. The detailed description of the introduced algorithm is as follows:
To validate the performance of the proposed algorithm, we test and verify it to a number of real-world networks with known community structures and artificial networks. These networks include the Karate club network\[17\], the National Collegiate Athletic Association(NCAA)\[8\] College-Football network, the classic Girvan-Newman artificial network(GN artificial network)\[8\].

A. Karate Club Network

The Zachary’s karate club network is a typical real network data and it is taken from one of the classic studies of social network analysis. In the early 1970s, Zachary observed social interactions among members of a karate club in an American university for about two years, and described the relationship by a graph. The graph consists of 34 nodes and 78 edges shown in Figure II. In real world, members of the club are separated into two communities because of the dispute between club administrator (node 1) and principal karate teacher (node 33). The two split communities are shown in Figure II by a dotted line.

As is shown in Figure II, the proposed algorithm divides the network into two communities. The blue community represent administrator group while the red one is instructor group. This partition exactly corresponds to the situation in the real-world and many works support this partition. Comparing the partition result with the modularity-based algorithm\[8\], the proposed algorithm identifies red and blue communities successfully. Modularity-based algorithm also finds community \{24,25,26,28,29,32\} which is clearly unreasonable, because node 24 more densely connects with the community of instructor.

B. NCAA Football Network

The second real-world network is NCAA football network. In Ref\[8\], Girvan and Newman proposed the football network with 115 nodes and 613 edges. All nodes represent college football teams and each edge represents a regular season game between the two teams. The cluster result is shown in Figure III.
algorithm, and the nodes within the same community are expressed by the same color. Seven of the communities are correctly clustered and they are: Atlantic Coast, Big10, Big12, Pac10, SEC, Conference USA and Mountain West. Total only 11 nodes are included into the incorrect conferences. Further analysis shows that some misclassified nodes are also reasonable for the community definition. For instance, in the real-world, Texas Christian is not the member of the dark blue community. However, we notice that the dark blue community is a complete subgraph which means Texas Christian is a reasonable member of the dark blue community. This eleven-community partition is better than the results got from Newman in Ref.[8] and MSLM, and the cluster results of the three algorithms are shown in Table I.

TABLE I. COMPARISON OF PRECISION OF SEVERAL ALGORITHMS IN NCAA FOOTBALL NETWORK

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Community Num</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GN[8]</td>
<td>11</td>
<td>78%</td>
</tr>
<tr>
<td>MSLM[18]</td>
<td>11</td>
<td>70%</td>
</tr>
<tr>
<td>ER[19]</td>
<td>12</td>
<td>88%</td>
</tr>
<tr>
<td>Our method</td>
<td>11</td>
<td>90%</td>
</tr>
</tbody>
</table>

C. GN Artificial Network

To further test the performance of the proposed algorithm, in this section, we use artificial network to evaluate the performance of the algorithm proposed here. In [8], Girvan and Newman proposed an artificial network named GN artificial network. The GN network consist of 128 nodes which belong to 4 equal sized communities for each, and each community owns 32 nodes. The average degree \(<k>\) of each node is equal to 16 and the edges are generated independently at random between pairs of nodes with probabilities depending on whether the two nodes belong to the same community or not. Each node has \(k_{in}\) edges on average connecting with nodes in the same community and \(k_{out}\) edges between communities, and \(k_{in} + k_{out} = 16\). We use NMI proposed by Danon et al. to evaluate the quality of the two different community partitions[20].

Figure IV shows the community detecting results of the four algorithms: Spectral Partitioning, LPA, and Hierarchical Clustering and the improved method proposed in this paper. According to Figure IV, we notice that the LPA cannot discover reasonable communities when \(k_{out}>4\). When \(4<k_{out}<8\), the proposed algorithm perform best in the four methods. When \(k_{out}=8\), all the other methods perform similar results. When \(k_{out}>8\), each node has approximate intra-community edges and inter-community edges which leads to the unreasonable community structure, so all the algorithms fail to uncover community structure in the GN artificial network.
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To further test the performance of the proposed algorithm, in this section, we use artificial network to evaluate the performance of the algorithm proposed here. In [8], Girvan and Newman proposed an artificial network named GN artificial network. The GN network consist of 128 nodes which belong to 4 equal sized communities for each, and each community owns 32 nodes. The average degree \(<k>\) of each node is equal to 16 and the edges are generated independently at random between pairs of nodes with probabilities depending on whether the two nodes belong to the same community or not. Each node has \(k_{in}\) edges on average connecting with nodes in the same community and \(k_{out}\) edges between communities, and \(k_{in} + k_{out} = 16\). We use NMI proposed by Danon et al. to evaluate the quality of the two different community partitions[20].

Figure IV shows the community detecting results of the four algorithms: Spectral Partitioning, LPA, and Hierarchical Clustering and the improved method proposed in this paper. According to Figure IV, we notice that the LPA cannot discover reasonable communities when \(k_{out}>4\). When \(4<k_{out}<8\), the proposed algorithm perform best in the four methods. When \(k_{out}=8\), all the other methods perform similar results. When \(k_{out}>8\), each node has approximate intra-community edges and inter-community edges which leads to the unreasonable community structure, so all the algorithms fail to uncover community structure in the GN artificial network.

IV. CONCLUSION

In this paper, we introduce an improved community detection algorithm based DCT and K-means. First, we use DCT to transfer the topology structure into frequency domain. Since the low frequency coefficients own most of energy, we use a preliminary threshold to reduce the dimension to avoid the curse of dimensionality. At last, K-means is used to identify the communities in the complex network. Applying the proposed algorithm in the real-world and artificial networks, we notice that the proposed algorithm is efficient and robust to detect community structure. In the future, we will focus on reducing the time complexity of the proposed algorithm.
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