The Adaptive Spelling Error Checking Algorithm based on Trie Tree
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Abstract. In many applications, the function of spelling error checking and auto-complete according to the user's input is very popular. The spelling error checking algorithm based on the dictionary is very fast to find the word written correctly, but need to recalculate the edit distance of a large number of related words if there is an input error. In this text, the adaptive spelling error checking algorithm based on Trie tree processes both the correct input and the incorrect input synchronously, reduce the amount of calculation of edit distance by the Trie tree and stack, and reduce the time complexity. At the same time, the statistical analysis is carried out on the user’s inputs, and improve the accuracy of the feedback results by a large amount of data. Practice results show that the time complexity of the new algorithm is decreased obviously compared with the other similar algorithms.

Introduction

Spelling error checking is widely used in the search engine, DNA analysis and plagiarism detection, etc. The edit distance, which is put forward by Damerau[1] and Levenshtein[2], is a widely used general spelling error correction model. The most common algorithm used for this model is dynamic programming and automata[3]. Dynamic programming has a variety of improved algorithm[4-5]. Due to calculate an arbitrary value only depends on its three values in the upper left corner, then you can adopt the diagonal way of evaluation[6]. Bit parallel algorithm[7] is suitable for the small pattern string (generally is less than machine word length).

When checking for edit distance to a large number of strings, we can use the B-K tree[8]. The essence of B-K tree is a finite automaton. We will do all the words in turn into a n fork tree. First of all, we just find a word as the root. Then calculate the edit distance from the word to the root first. When each time you insert a word. If the distance is appearing for the first time in the node, then establish a new son node, Or continue to be recursive along the corresponding edge.

However, the B-K tree is not convenient to search when no mistakes in spelling. So use the Trie-Node algorithm[9-11]. Trie-Node algorithm adopts the Trie tree to store the string collection, the path from the root node to a leaf node only corresponds to a string. But the repeated calculation of the algorithm is too big, and there is no consideration in how to choose the most suitable one in more than one match.

This paper use the Trie tree to achieve both the correct input and the incorrect input synchronous processing. The use of the stack in the Trie tree reduce the repeated calculation problem of edit distance. Record for every correct lookup, and improve the quality of error correction advice by the frequency of searching the Trie tree.

Relevant concepts

Trie Tree[12], also called the Dictionary Tree, the Prefix Tree, the Word Search Tree or Key Tree, is one of n fork tree. The basic nature of Trie tree are:

a. The root node is not stored characters, each child node is stored one character.

b. The characters on the path from the root node to a node, are connected to form a string which is corresponding to the node.

c. All child nodes of each node contains the character is not the same each other.

Error checking can return the similar results when appearing the user’s input errors. Judge similarity generally has the following several ways:
a. Hamming distance, requires two strings str1 and str2 must be the same length, is to describe the
number of different characters on corresponding position between the two equal length of string. Put
an exclusive or operation on two strings, and statistics the number of 1 in the result, then this number is
hamming distance.

b. Edit distance, also known as Levenshtein distance, add, remove and replace three ways used to
turn a string into another. People have studied a single spelling mistake accounted for 93%-95%\(^{[13]}\) of
all errors.

c. Damerau-Levenshtein distance, is adding a transform on the basis of the edit distance, that is
exchanging the positions of the two characters.

Edit distance has three properties:

a. \(d(x,y)=0\) if and only if \(x=y\)(the Levenshtein distance is zero if and only if the two strings are
equal)

b. \(d(x,y)=d(y,x)\)(the minimum number of steps from \(x\) to \(y\) is equal to the minimum number of
steps from \(y\) to \(x\))

c. \(d(x,y)+d(y,z)\geq d(x,z)\)(the number of steps required from \(x\) and \(z\) is no more than the sum of
the number of steps from \(x\) into \(y\) first then into \(z\)), like a triangle, the sum of both sides must greater
than the third side.

The improved algorithm based on Trie tree

As you can see from the previous analysis, when the user inputs a word, the system will first check
whether the word is correct. If the input is correct, return the result directly. If not, will find the word
whose edit distance is smaller across a large number of words (normally not larger than 2). That is to
say, when appearing the input error, there are a lot of calculation.

First of all, a 26 fork Trie tree is constructed, and its branches are corresponding to the 26 letters
one to one respectively. Each the \(i\)th layer of the tree corresponding to the \(i\)th character of the input
string (the root node of the Trie tree is on 0th layer). If the input word is right, as long as get down
along the Trie tree branches, the Trie tree path is the entire string when have finished traversal.

For the list of a lot of word, generally use the method of hash table to lookup. Calculating the hash
value generally need to shift and multiplication operation on the each letter in the word. So when the
input words are correct, the time complexity of the Trie tree and hash table is consistent.

If appearing user input errors, we can't find the words in the Trie tree. We only need to traverse the
tree for all the correct words whose length vary within 2 compared the wrong words, and check their
edit distance in turn, then it will filter out a lot of irrelevant words.

Assumes that the first letter didn't write wrong\(^{[14]}\)(this is less likely), it can also only check the
branch which is determined by the first letter, this reduces the inspection of the other 25 major
branches.

If the length of input string is \(l\), find all the word whose edit distance is less than \(n\), we only
check \(l\pm n\) layers of a branch of the Trie tree.

The process of search Trie tree is equivalent to traversing the Trie tree locally. The traversal result
is concentrated, and the difference between the adjacent two results is the smallest. The latter results
is always operating at the end of the previous results (to add or remove a few letters). So we can use
the stack to save operation steps, and don't have to start to calculate the next word.

In most cases, the size of the returned result set will be greater than 1. So which one is most likely
would be the result of the user? It have to modify the traditional Trie tree. In addition to the letter,
each node save a frequency value, which is used to represent the match frequency between the letter
and its previous letter. In each time you find the right, the frequency value of each node, on the branch
in the trie tree, plus one. At this time when a user input error, the returned result sets, would be
ordered according to the wrong match frequency.

At the same time, when user’s input is not complete, it can be calculated according to the last letter
collocation frequency, and several of the maximum frequency will be recommended to the user.
Contrasting and analyzing the experimental results

The data set of this paper is divided into two parts, as shown in table 1. The correctly spelled part uses more than 30 books of the Project Gutenberg \(^{[15]}\), total 1915046 words, and 109572 words of them don't repeat. The wrong spelled part is generated according to Kemighan’s easy wrong frequency table \(^{[16]}\). At the same time it avoids the artificial markers of work.

<table>
<thead>
<tr>
<th>correct spelling</th>
<th>wrong spelling</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>109572 (89.6%)</td>
<td>12704 (10.4%)</td>
<td>122276</td>
</tr>
</tbody>
</table>

Table 1 the statistical results of data set

Evaluation is divided into two parts: correct input and wrong input. When inputting correctly, we compare the Trie tree algorithm, the Hash algorithm and B-K tree algorithm. When inputting wrong, we compare the Trie tree algorithm, the DP algorithm and Trie Node algorithm. At the same time using two indicators to evaluate the algorithm performance of this text:

\( R@N^{[17]} \): For each query, the algorithm gives the first \( N \) best advices. If the first \( N \) best advice includes the right error correction advice, we think that the system has given the right suggestions to the specified query.

Search time: the time the algorithm run from the beginning of the input to calculate of the result set.

Figure 1 shows the performance of the three algorithms in the correct input cases. Through the tests of different amount of data, we can see that the algorithm is superior to other algorithms in addition to HASH algorithm.

![Figure 1 comparison among the three algorithms in the correct input cases](image1)

In the case of wrong input, the algorithm shows great advantages. As shown in figure 2, the correcting accuracy is up to 73.65% in the case of result set size 1, and the average time is only 848 \( \mu \) s.

![Figure 2 comparison among the three algorithms in the incorrect input cases](image2)
Conclusion
This text has studied the string spelling error checking algorithm by limiting spelling error conditions, has put forward an improved algorithm based on Trie tree, which both improves the validity of the corrected result and reduces the calculation time consumption of edit distance at the same time. The superiority of the algorithm is verified by the experiments. However, this algorithm does not take into account space consumption.
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