A Scale Adaptive Hierarchical Clustered Routing Protocol for WSNs

Lipeng Lu 1,a, Jiugen Shi 2,b, and Huiliang Xu 3,c

1, 2, 3 School of Computer and Information, Hefei University of Technology, Hefei, Anhui 230009, China

a llplyj@mail.hfut.edu.cn, b shijg@hfut.edu.cn, c xuhuiliang@mail.hfut.edu.cn

Keywords: WSNs, Routing protocol, Stable performance, Scale adaptive

Abstract. Due to technique advances, wireless sensor networks (WSNs) are widely used in both military and civil scenarios. A vast amount of data is transmitted to the base station through resource-restrained nodes, which are powered by batteries with limited energy. An energy saving routing protocol is fundamental for network lifetime prolongation. In this paper, we propose TECH (Tree-based Energy-balance Clustering Hierarchy), a scale adaptive hierarchical clustered routing protocol for WSNs. TECH starts the topology construction process from the base station to the far nodes, and then balance the load using the cluster heads within the same level. The in-cluster dynamic data gathering method is used for preventing the cluster heads from dying quickly and reducing the redundant data from transmission. We finally conduct extensive experiments by simulations to evaluate the performance of the proposed protocol. The simulation results show that the proposed protocol outperforms existing protocol in network lifetime prolongation. Furthermore, the protocol can be used in both small and large scale networks, and its performance is stable.

Introduction

Wireless sensor network is a distributed system, which usually consists of a base station and numerous of sensors. Sensors monitor the environment and send their sensory data to the base station directly or through relay nodes. As a new information collect and process technology, WSNs are widely used. Due to the attribute of distributed system and small size of the sensor, it can only be powered by small batteries. And in many applications, to change or recharge battery is either impossible or very expensive. Meanwhile, in WSNs, the energy cost on communication is always far more than that on computation and sensing [1]. All the above factors present us a clear truth, develop an efficient route protocol is essential to prolong the network lifetime.

At present, energy saving routing protocol in wireless sensor networks can be roughly divided into two sets according to the optimization target.

- minimize the total energy cost.
- maximize the network lifetime.

The former considers the energy saving problem in the macroscopic aspect. It combines the traditional cable network with radio radiation model and tries to reduce the redundant data needed to be sent and energy cost per byte, e.g. SPIN [2] and Directed Diffusion [3]. The later solves the problem considering both the macroscopic and microscopic aspects. On the basis of reducing energy consumption, seeking the load balance of the network, and preventing the partial nodes running out of energy, it dedicates to prolong the lifetime of the network, e.g. LEACH [4], FA [5], ENCAST [6], and DEER [7].

In this particular paper, we discuss wireless sensor networks where:

- Only one base station is placed in the center of the network.
- All nodes in the network are homogeneous and energy-constrained with the same capacity.
- All nodes send the sensory data to base station periodically.

To prolong the network lifetime, we develop a novel routing protocol, TECH, a scale adaptive hierarchical clustered routing protocol that minimizes energy dissipation in wireless sensor networks and the total energy consumption. The Key features of TECH are:
Hierarchical and clustered network topology.
In-cluster data compression.
Balanced network load.
Aggregation of death nodes.

Related Work. In recent years, the routing protocols have been extensively studied in WSNs. LEACH [4] is the first clustered routing protocol. Its feature of randomized rotation of choosing cluster head can balance the network load effectively. But when applied to large scale network, the performance degradation is very severe. And then plenty of researches have been done to optimize the LEACH, e.g. [8, 9, 10]. Tree topologies are widely used in WSNs in order to route data to the sink. [11] considered the shortest path routing tree in WSNs under different metrics. [12] proposed a routing protocol with evenly distributed cluster head position. And it was proposed to solve fixed physical location for airfield lighting in airport lamp in which some lamps location is irregular. As mentioned, the routing protocol is essential to prolong network lifework. LEACH is not well suited in large scale network. And [12] is designed to be used in a particular scene. [16] proposed another cluster-based protocol, HEED. The cluster head needs to communicate with the base station directly. The energy consumption is severe on that.

Contributions. In this paper we consider the routing protocol in WSNs to maximize the network lifetime. The main contributions are as follows.
• We first introduce the work done by others and compare the works. And then we introduce a realistic cost model to evaluate the proposed routing protocol.
• We then devise a novel routing protocol, which is not only cluster-based but also hierarchical.
• We finally conduct extensive experiments via simulation. The experimental results show that the proposed routing protocol outperforms LEACH in terms of total energy consumption and the network lifework. Moreover, the proposed routing protocol can be used in both small and large scale network and its performance is stable.

The rest of the paper is organized as follows. Section 2 introduces the system model and problem definition. Section 3 proposes a scale adaptive hierarchical clustered routing protocol for WSNs. To evaluate the performance of the proposed routing protocol, extensive simulations are conducted in section 4. The conclusions are given in section 5.

Preliminaries

System Model. We consider a sensor network G(V,E), where V is the set of sensors and E is the set of links, consisting of N stationary sensors \( v_1, v_2, \ldots, v_N \), randomly deployed in a region of interest, and a base station \( r \) with unlimited energy supply located at the center of the region. We further assume that the transmission ranges of all sensors are identical, and each sensor can communicate with the base station via one or multi-hop relays. Otherwise, the sensor is not in the network. In this paper, each sensor has a point \( p \) and \( p.sid \) as well as \( p.val \) is represented by 4 bytes. Thus, a point \( p \) is represented by 8 bytes in total. To transmit a message containing \( k \) bytes of data from a sensor to one of its neighboring sensor with the distance \( d \), the amount of transmission energy consumed at the sender is (1) [4] and the amount of reception energy consumed at the receiver is (2) [4]. We also assume that the sensing and computation energy consumption on sensors are not taken into account, because in practice they are several orders of magnitude less than that of wireless communication energy consumption. For example, the authors in [13, 14] claimed that the transmission of 1-bit data consumes as much as executing 1,000 CPU instructions. Therefore, unless otherwise specified, we only compare the communication energy consumption of different protocols in the later performance evaluation.

\[
E_{tx}(k,d) = E_{elec} * k + E_{j} * k * d^2. \tag{1}
\]

\[
E_{rx}(k) = E_{elec} * k. \tag{2}
\]
Problem Definition. Given a wireless sensor network, assume that \( P(v_i) \) is the set of points generated at the sensor \( v_i \), then \( P=\bigcup_{i=1}^{n} P(v_i) \) is the point set of the whole sensor network. Every sensor has to send the data to the base station through one or multi relays. So the base station can collect all the data generated by the network and monitor the region. The routing protocol problem is defined as follows. Since the sensors generate sensory data about the monitoring environment periodically, the problem is to propose a routing solution for every sensor to send its sensory data to the base station. Meanwhile, the total energy consumption and the maximum energy consumption among the sensors for routing their data to the base station are minimized with the ultimate aim to maximize the network lifetime. The network lifetime is referred to as the time when the first sensor in the network exhausts its energy [15].

The following important statement is the cornerstone of the network discussed in the rest of the paper.

Definition 1: We called the network is connected if and only if every two nodes in \( G(V,E) \) are connected. That is to say the network is randomly and homogeneously deployed, so every sensor can route its data to the base station. And the network we discussed in the rest of this paper is connected.

TECH Protocol Details

In this section, we describe the proposed protocol in details. The operation of TECH is broken into different stages. Each stage is the basis of the next stage. After all stage being processed in turn, the route for every node in the network will be established.

Establish Network Topology Roughly. In this stage, the protocol establishes a rough network topology according to the physical location of all sensors deployed in the network. The base station starts the topology establishing process, and then the process goes round by round till it reaches the nodes far from the base station. In other words, the process won’t stop until it reaches the boundary of the network.

The detailed steps in this stage are displayed as follows. Firstly, the base station advertises the “build-network-message” to the network. And any node which receives the message will reply. Those nodes, which reply to the base station, are called the level-one nodes. The base station is a level-zero node for simplicity. Then, the level-one nodes advertise the “build-network-message” one by one. At this step, only the next level nodes will reply to the message and those nodes, which reply to the message, are called level-two nodes. The previous level nodes or called the father nodes should never reply to the message. This step goes round by round. Finally, no new next level nodes appear.

After the stage ends, a rough network topology is established. The nodes in the network are divided into different levels. Meanwhile, the nodes in the same level are divided into different clusters. But the topology is far from optimal. And the nodes in the present level may have multi fathers in the previous level. The distance between them are in the communication range. The protocol will choose the nearest father for the sake of saving energy on communication. This decision is based on the received signal strength (RSSI) of the advertisement. After this greedy optimization measure, the direct communication costs between the cluster head and the nodes in the cluster are much lower.

![Fig. 1. Network topology in stage one.](image1)

![Fig. 2. Network topology in stage two.](image2)
Fig. 1 depicts a rough network topology. The black dot represents the base station. The network is divided into two levels as shown in Fig. 1. Node 1 and 3 are the level-one nodes. Node 2, 4 and 5 are the level-two nodes. Node 3 is a cluster head with three members, node 2, 4 and 5. Node 1 is a cluster with no cluster member. And node 2 is in the communication range of both cluster heads 1 and 3. Obviously, cluster head 3 will exhaust its energy much quicker than cluster head 1.

**Balance the Cluster Size.** A rough network topology, including all sensors if the network is connected (definition 1), is established. But the topology is not optimal. In current stage, the protocol is going to optimize the topology by balancing the cluster size.

As we discussed in the above stage, the network topology is hierarchical. And we declare that all nodes in the same cluster are not only physically close but also in the same level and the cluster head is in the previous level. So the cluster size can be balanced if all or partial nodes in a cluster are in the communication range of multi nodes in the previous level. The nodes like that have multi potential cluster heads.

Definition 2: The nodes, which have more than one potential cluster heads, are called “to-be-optimized-nodes”. Those “to-be-optimized-nodes” are the key optimization objective in this stage of protocol.

This stage is processed round by round as well. The protocol runs from level one to the last level. In each level, those “to-be-optimized-nodes” (definition 2) will be picked up and switch to the cluster containing fewer nodes according to the cluster size registered in the cluster heads. So the network load will be divided evenly. This can prevent the cluster head of big cluster size from dying effectively.

Fig. 2 shows us a network topology after node 2 (“to-be-optimized-node”) changes its cluster head. The load of cluster head 3 is balanced with the help of cluster head 1.

**Dynamic in-cluster Data Collecting.** The traditional cluster-based protocol, like LEACH, uses the cluster heads to collect the data as long as possible. This leads to quick exhausting energy of the cluster heads. The routing protocol we proposed in this paper doesn’t act like that.

The dynamic in-cluster data collecting process is described as follows. At first, the cluster head will collect the data in its cluster and fuse the data. After a few rounds, the cluster head sends “ask.remaining-energy-message” to the nodes in its cluster. And the nodes reply to the message along with its remaining energy. Then, the cluster head decide the node with the most remaining energy to collect and fuse the data. And the fused data will be sent to the cluster head eventually. The nodes in the same cluster bear the load together through this dynamic data collecting strategy.

The protocol we proposed only balance the load in cluster, not in the whole network, so there isn’t much energy consumption via advertise messages and no energy consumed to dynamically reconstruct the network topology, like LEACH. In order to further reduce the energy consumption, this dynamic deciding work only happens after a period of steady transmission.

**More Details.** Through simulation, we find that the simulation results will be better if we place a little bit more nodes in the communication range of the base station. More nodes in the first level mean more potential branches to extend the network topology. This leads to smaller cluster size and less level. The system can determine, a priori, the optimal number of nodes to place near the base station. For our system parameters and topology, we find that 5% of nodes are optimal.

**Performance Evaluations**

In this section, we evaluate the performance of the proposed routing protocol via simulation. The simulations are conducted to study the network lifetime in terms of the following factors, number of rounds when 1%, 20%, 50%, and 100% nodes die, various network dimensions 100m x 100m, 500m x 500m, 1000m x 1000m and we vary the radiation radius at 40m, 70m, and 100m to study how the protocol works with low to high coverage ranges. We also study the death nodes distribution. And at last, we evaluate the performance of the proposed protocol at different densities of nodes. The performance of algorithm LEACH will be used as the benchmark for comparison purpose.

**Simulation Setting.** We assume that the sensor network is randomly deployed to monitor a
region of interest, in which N sensors are deployed by MATLAB and the base station is located at the center of the region. Assume that all the sensors have the same transmission ranges (40m, 70m, and 100m in this paper). As mentioned in section 2, we use the same radio model as LEACH. The initial energy at each sensor is 0.5J. The energy consumptions of transmitting and receiving one byte are $E_{\text{Tx}} = 50nJ$ and $E_{\text{Rx}} = 50nJ$, respectively.

**Table 1. Simulation parameters.**

<table>
<thead>
<tr>
<th>Type</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network</td>
<td>Network size</td>
<td>100(m) x 100(m), 500(m) x 500(m), 1000(m) x 1000(m)</td>
</tr>
<tr>
<td></td>
<td>Base station</td>
<td>At the center of the network</td>
</tr>
<tr>
<td></td>
<td>Initial energy</td>
<td>0.5(J/battery)</td>
</tr>
<tr>
<td>Application</td>
<td>Cluster radius</td>
<td>40(m), 70(m), 100(m)</td>
</tr>
<tr>
<td></td>
<td>Data packet size</td>
<td>3975 bytes</td>
</tr>
<tr>
<td></td>
<td>Broadcast packet size</td>
<td>25 bytes</td>
</tr>
<tr>
<td></td>
<td>Packet header size</td>
<td>25 bytes</td>
</tr>
<tr>
<td>Radio model</td>
<td>$E_{\text{Tx}} = E_{\text{Rx}} = E_{\text{elec}}$</td>
<td>50(nJ/bit)</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_{\text{fs}}$</td>
<td>10(pJ/bit/m²)</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_{\text{mp}}$</td>
<td>0.0013(pJ/bit/m⁴)</td>
</tr>
<tr>
<td></td>
<td>$E_{\text{fusion}}$</td>
<td>5(nJ/bit/signal)</td>
</tr>
</tbody>
</table>

**Impact of Network Scale on Performance of Protocol.** In this subsection, we evaluate the performance of TECH and LEACH in different network scales, assuming the radiation radius is 70m and $D_{\text{nd}} = \frac{1}{200}$. The following definition is an important parameter to evaluate the performance of the protocol.

Definition 3: We define the nodes density of the network. The nodes density is calculated by the following formulation. $D_{\text{nd}}$ represents the node density of the network. N is the number of nodes in the network. And S is the area of the monitoring region.

$$D_{\text{nd}} = \frac{N}{S}.$$ (3)

Fig. 3 shows the comparison of the network lifetime in various network scales. TECH outperforms LEACH in different network scales. The performance of both protocols degrades with network expansion. But LEACH degrades more severe. Because the cluster heads communicate directly with the base station using LEACH. And with the network expansion the distance between cluster heads and the base station enlarges. So much more energy is consumed on communication. On the contrary, TECH will extend the network topology adding more levels. And the network lifetime remain almost unchanged in fig. 3(b) and fig. 3(c).

![Fig. 3. Comparison of TECH and LEACH in terms of network lifetime in various network scales.](image)

(a) $S = 100m \times 100m$.  
(b) $S = 500m \times 500m$.  
(c) $S = 1000m \times 1000m$. 

**Impact of Radiation Radius on Performance of Protocol.** In this subsection, we investigate the impact of various radiation radiuses on the performance of the proposed protocol, assuming the network scale is 500m x 500m and $D_{\text{nd}} = \frac{1}{200}$.

Fig. 4 plots the curves of the comparison of TECH and LEACH in terms of network lifetime
when radiation radius = 40m, 70m and 100m, respectively. As shown in Fig. 4, TECH outperforms LEACH in all radiation radiuses. The rounds of first dead node coming up are 753, 666, 571 for TECH and 61, 61, 64 for LEACH. The performance of both protocols degrades as the radiation radius increases because more energy consumed on in-cluster data gathering.

![Fig.4. Comparison of TECH and LEACH in terms of network lifetime in various radiation radiuses.](image)

Impact of Node Density on Performance of Protocol. In this subsection, we compare the performance of TECH and LEACH under different node densities, assuming the network scale is 300m x 300m, radiation radius is 40m and $D_{nd} = \frac{1}{360}, \frac{1}{90}$ and $\frac{1}{30}$.

![Fig. 5. Comparison of TECH and LEACH in terms of network lifetime in different node densities.](image)

Comparison of Various Percentage of Node Death. In this subsection, we run the simulations to determine the number of rounds of communication when 1%, 20%, 50%, 100% of the nodes die using TECH and LEACH, assuming the network scale is 500m x 500m, $D_{nd} = \frac{1}{200}$ and radiation radius is 70m. Once a node dies it is considered dead for the rest of the simulation.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>TECH</th>
<th>LEACH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage</td>
<td>1%</td>
<td>20%</td>
</tr>
<tr>
<td>Round 1</td>
<td>689</td>
<td>722</td>
</tr>
<tr>
<td>Round 2</td>
<td>687</td>
<td>720</td>
</tr>
<tr>
<td>Round 3</td>
<td>673</td>
<td>720</td>
</tr>
<tr>
<td>Round 4</td>
<td>687</td>
<td>718</td>
</tr>
<tr>
<td>Round 5</td>
<td>684</td>
<td>717</td>
</tr>
<tr>
<td>Round 6</td>
<td>686</td>
<td>726</td>
</tr>
<tr>
<td>Round 7</td>
<td>684</td>
<td>720</td>
</tr>
<tr>
<td>Round 8</td>
<td>680</td>
<td>726</td>
</tr>
<tr>
<td>Round 9</td>
<td>680</td>
<td>722</td>
</tr>
<tr>
<td>Round 10</td>
<td>682</td>
<td>716</td>
</tr>
<tr>
<td>Average</td>
<td>683</td>
<td>721</td>
</tr>
</tbody>
</table>
Fig. 6 shows the number of rounds until 1%, 20%, 50% and 100% nodes die. TECH is approximately 2x better than LEACH in all cases for a 500m x 500m network.

**Death Nodes Distribution.** In this subsection, we discuss the problem of the death nodes distribution of TECH, assuming the network scale is 200m x 200m, radiation radius is 40m and N = 100.

Fig. 7 may display us a promising attribute of the proposed protocol. The nodes in the same cluster die together. The symbol (*) represents a node. The symbols on the same height in fig. 7 are the nodes in the same cluster. Some symbols on the same height stick tightly together and the other are close to each other with a little space in between. The physical meaning of this attribute is that the remaining energy of nodes in the same cluster is approximately the same.

![Fig. 7. Death node distribution.](image1)

![Fig. 6. Performance results for TECH versus LEACH.](image2)

**Conclusions**

Routing protocol is essential in terms of saving energy in wireless sensor networks. In this paper, we propose a novel routing protocol, TECH, a scale adaptive hierarchical clustered routing protocol, which is near optimal for solving data-gathering problem in wireless sensor networks. And we conduct impeccable experiments via simulation. The simulation results show us that TECH outperforms LEACH in various network scales and under different radiation radiuses. Distributing the energy load among the nodes increases the lifetime and quality of the network. Our simulations demonstrate that TECH performs better than LEACH by about 2x when 1%, 20%, 50% and 100% of nodes die. And the death nodes distribution curve shows us a promising future when TECH being used in reality. TECH shows an even further improvement as the scale of the network increases.
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