


topologies and architectures as well as to the installed software
and services. Otherwise, the network has to be modeled
specifically for each DC. By using SLA in the NPC, network
shortcomings indirectly affect the DC performance. The other
case of inefficiently used (wasted) network performance can-
not be considered by this approach. However, the objective of
LDEE is to survey EE and therefore performance regarding
load or usage, i.e. wasted performance is not relevant for
LDEE. Then again, inefficient networks will be considered
on the energy side of LDEE as higher network performance
usually means higher energy demands.

C. Combined DC Performance Rating

In order to increase the comprehensibility of LDEE, which
is required for a broad adoption in DC monitoring and control-
ling, both server and storage performance will be converged to
a single performance rating representing the number of used
converged reference units (abbreviated as ru).

The server (i) and storage (j) performance models provide
maximum performance pfi and pfj for single IT systems,
which have to be adapted with the actual usage li and lj .
Used performance for server and storage systems will then be
aggregated separately and subsequently converged to a single
value, whereby different weights wsrv and wsto are used. This
combined result will then be scaled with the NPC to the final
used DC performance pf DC , cf. Equation 11.

pf DC = NPC

wsrv

∑
i2srv

lipfi + wsto

∑
j2sto

ljpfj

 (11)

The standard case for weighting between server and storage
is simply adding the single results, i.e. wsrv = wsto = 1.
Differing weights are used, when specific data center types
are relevant and the data center will be compared to others of
the same kind. Although weights may be adapted individually
(Free Choice), it is not recommended doing so as the compa-
rability is only ensured for identical weights. Thus, there are
some recommendations for DC classes:

� Standard (S): wS
srv = 1; wS

sto = 1
� Compute-Intensive (C): wC

srv = 0.8; wC
sto = 0.2

� Data-Intensive (D): wD
srv = 0.2; wD

sto = 0.8
� Free Choice (F): wF

srv = x; wF
sto = 1− x

{x ∈ R|0 ≤ x ≤ 1}
The stated ratios between server and storage systems are
currently not based on hardware numbers, as such data is
not available. However, the strong difference of 0.8 to 0.2 in
compute- and data-intensive DCs is recommended to empha-
size clearly the respective IT systems in contrast to a balanced
weighting.

VI. EVALUATION

This section describes evaluations for the proposed IT load
model (Section IV) and DC performance model (Section V).

A. Evaluating the IT Load Model

For evaluating the IT load model, data based on the DC
power management simulation from the AC4DC project [14]
were used. The simulation has been executed for several given
numbers of VMs with ten different arbitrarily chosen DC
configurations for each number of VMs. The resulting time
series with server activity data and utilizations as well as
aggregated DC CPU and RAM utilization have been separated
into training and test data, with training data used for model
characterization and test data to analyze the model error.

In the evaluation of the IT activity model the two presented
approaches – activity rate AR and server specifications Sp –
were compared to each other. These two approaches were also
evaluated in a slightly adapted version (w/o max ), where no
maximum utilization for time windows was computed prior
to estimating the active servers as it would be the case for
reactive PM without forecasts. Furthermore, Av estimated
server activity based on historic average utilization and Rdm
conducted a random selection of servers. While AR and Av
used detailed utilization information, Sp and Rdm based on
aggregated DC load only. The relative mean square errors are
shown in Figure 6.
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Fig. 6. Mean errors of estimated number of active servers to actual one.

As expected, with detailed utilization data per server (AR,
AR w/o max , Av) considerably better estimations can be
achieved than by methods using aggregated DC load (Sp,
Sp w/o max , Rdm) alone. Looking at the hit rate for correct
server selection, the difference is even bigger: While chosen
severs by AR matched 90% of the actual servers, less than
50% servers matched by using Sp. Preprocessing input data
by analyzing maxima is not necessarily needed, as results were
marginally better (0.3% for AR and 0.1% for Sp), i.e. the IT
load model is more flexibly applicable for other (reactive) PM
algorithms.

In order to evaluate the utilization estimation, the pro-
posed approaches based on utilization classes (Cl + LR)
and capacity information (Cap) were applied to productive
utilization data which had been measured in the context of
the AC4DC project [14]. Furthermore, other methods for ab-
stracting detailed utilization data were analyzed with harmonic
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mean (H), arithmetic mean (A), and mode for grouped data
(Mode) in addition to linear regression (LR). With exception
of Mode, these methods were also analyzed without prior
utilization classification. Besides, for each result an additional
interpolation to match the corresponding aggregated DC load
was performed and compared to the corresponding unchanged
result. For each method, the difference to actual utilization
(mean square error) was computed, which is depicted in
Figure 7.
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The advantage of classification (Cl) prior to abstracting
utilization data is clearly visible. However, the difference
between the diverse abstraction methods is marginal. As linear
regression does not need a further interpolation to improve
the results, it is the chosen method in the IT load model. As
expected, the method based on maximum resource capacity
(Cap) is the least accurate, as it only makes use of the
aggregated DC load and hardware specifications.

B. Evaluating the Performance Model

As the proposed server and storage performance models
base on the most common performance benchmarks, an eval-
uation by comparing the models with these benchmarks has no
significance. However, even a comparison with benchmarks,
which were not used, or with other means of performance esti-
mation is not meaningful, because performance is not distinct
but it depends strongly on the considered characteristics. I.e.,
performance values may differ exceedingly without meaning
that one of these values is wrong.

Thus, only the combined DC performance model was
evaluated by analyzing its behavior in comparison to known
metrics Data Center Energy Productivity (DCeP) by The Green
Grid [3] and Digital Service Efficiency (DSE) by Ebay [21].
For the evaluation, only the numerator of DCeP was used:
Useful Work Produced =

∑M
i=1 Vi ·Ui(t, T ) ·Ti, which is the

sum of accomplished tasks Ti. Each task is defined by a run-
time function Ui(t, T ) and a normalization factor Vi, which
have to be defined manually. The DSE is similar to DCeP
with the restriction that only Ebay key indicators number of

generated Buy and Sell URL will be counted without further
normalization or consideration of execution times.

By using the AC4DC PM [14], an evaluation scenario
consisting of 21 rack servers with four different server models
and one storage model has been defined and simulated for 100,
200, and 300 VMs, which had been measured in a productive
environment. Moreover, for each number of VMs two different
kinds of volatility have been induced: (1) low volatility is
created by combining VMs with shifted profiles which form an
average utilization with narrow variation and (2) high volatility
originates from combining VMs with similar profiles which
result in high variations within the time series. For each of
the six simulations the ’used DC performance’ (as part of
the LDEE) was computed by applying the proposed models
on the specific IT components with the corresponding load.
Also, load and performance of IT systems were converted to a
number of accomplished predefined tasks, considered by DCeP
and DSE. The results are given in Table I.

TABLE I
PERFORMANCE AND PRODUCTIVITY FOR DIFFERENT WORKLOADS

VM profile high volatility
number VMs 100 200 300
used DC performance [ru] 0.419 0.837 1.252
DCeP [M tasks] 13.651 26.222 40.003
DSE [M tasks] 4.838 9.677 14.515
server utilization 0.020 0.040 0.061
storage utilization 0.321 0.642 0.958
VM profile low volatility
number VMs 100 200 300
used DC performance [ru] 0.727 1.785 2.483
DCeP [M tasks] 23.198 57.888 80.482
DSE [M tasks] 7.258 19.354 29.030
server utilization 0.040 0.103 0.141
storage utilization 0.321 0.642 0.958

The results show that all three considered metrics are depen-
dent on the load, as with higher loads the used performance
as well as productivity increases, and can thus fulfill the
fourth requirement in Section V. Regarding comparability,
only ’used DC performance’ is consistent between different
DC configurations and SW environments, which can be seen in
Table II. There, a second testing scenario TS2 with a different
SW stack was assumed for an identical DC configuration.
While the DC performance model provides the same results
by abstracting from the workloads, the numbers of DCeP are
quite differing due to different subjective task definitions. In
order to achieve comparability for DCeP, task definitions have
to be normalized over all tasks in all DCs, which is virtually
unaccomplishable.

Regarding the other requirements (cf. Section V), there are
also some advantages of the proposed performance model.
Applicability has already been discussed and is one of the key
benefits compared to common metrics. While comprehensibil-
ity is subjective, the performance model has the advantage of
delivering a single number in a single format – the number of
used reference machines. On the contrary, e.g. DCeP provides
an abstract value computed from tasks of undefined types
normalized with subjective priorities. Solely regarding com-
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TABLE II
PERFORMANCE AND PRODUCTIVITY FOR TWO TESTING SCENARIOS TSi

testing scenario TS1

number VMs 100 200 300
used DC performance [ru] 0.419 0.837 1.252
DCeP [M tasks] 13.651 26.222 40.003
testing scenario TS2

number VMs 100 200 300
used DC performance [ru] 0.419 0.837 1.252
DCeP [M tasks] 4.234 8.467 12.701

pleteness, the DCeP has the advantage of considering every
relevant workload, while the performance model makes use of
a limited number of predefined workloads from benchmarks.

VII. CONCLUSION AND FUTURE WORK

The proposed model of used DC performance is an integral
part of the LDEE metric, which realizes objective EE analysis
with full comparability between DCs while being noninva-
sively applicable without disrupting productive operation. By
using common performance benchmarks with publicly avail-
able results, performance models can be trained without real
measurements and applied to arbitrary DC loads. The same is
true for the IT power models needed for EE analysis, which
base on public energy benchmarks. Thus, LDEE handles
shortcomings of previous metrics such as incompleteness of
PUE or subjectivity and complex applicability of DCeP.

The next step in pushing usage of LDEE in the DC segment
is the implementation of an easy to use work flow. Basis
would be common DC management tools such as data center
infrastructure management (DCIM) or monitoring systems.
These tools may be used to inventory the IT and infrastructure
components and also readout the concrete system specifica-
tions and potential operational data. LDEE models then can be
trained either by using available measurement data and/or by
using energy and performance data from public data bases. EE
results may then be added to the administration dashboards.

Moreover, the LDEE is a significant component of dynamic
energy aware workload management. In the EU project M2DC
(Modular Microserver Data Center) [22], the LDEE will be
used to determine the energy efficiency of IT systems in order
to dynamically deploy applications in the most energy efficient
way. In addition to this, the extension of LDEE to alternative
compute nodes like ARM processors, GPUs or FPGAs will
be analyzed in the context of M2DC.
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[18] U. Marquard and C. Götz, “Sap standard application benchmarks – it
benchmarks with a business focus,” in Performance Evaluation: Metrics,
Models and Benchmarks. Springer, 2008, pp. 4–8.

[19] Standard Performance Evaluation Corporation (SPEC), “SPECsfs2008
User’s Guide,” Specifications, 2008, http://www.spec.org/sfs2008/docs/
usersguide.pdf (letzter Zugriff: 21.01.2016).

[20] Storage Performance Council (SPC), “SPC Benchmark
1 (SPC-1) Official Specification,” Specifications, 2013,
http://www.storageperformance.org/specs/SPC-1 SPC-1E v1.14.pdf
(letzter Zugriff: 21.01.2016).

[21] Ebay Inc., “Digital Service Efficiency,” White Paper, 2013, http://tech.
ebay.com/sites/default/files/publications/eBay-DSE-130523.pdf.

[22] A. Oleksiak, G. Agosta, M. vor dem Berge, M. Cecowski et al., “The
M2DC Project: Modular Microserver DataCentre,” in 19th Euromicro
Conference on Digital Systems Design (DSD). IEEE, 2016.

51




