


Figure 4. The collection of radar charts showing the resource utilization on each dimension and execution time for the nine investigated combinations.

should be considered complementary to the EC and that we
cannot use the RUS to compare across classes of systems.

B. RUS for a Commercial Software Product

As an additional evaluation we applied the theory to a
commercial software product (Document Generator) with the
instructions to generate 5000 documents [9]. The metrics for
the radar chart were ‘% CPU time’ (CPU), ‘available MBytes’
(memory), ‘% disk idle time’ (hard disk), ‘power consumption’
(in Watt) and the ‘total Bytes per second’ (network). Compared
to Systester the network metric was included and and its range
was determined using Lan Speed Test7.

In this case an architectural change was applied to make
Document Generator multi-threaded. The resulting decrease
in CPU Utilization, i.e. from 49% to 19.2%, lowered the EC
per document with 67.1% This finding is visible in the radar
charts (Fig. 5) where a decrease in the the CPU and power
utilization can be observed. A minimal increase in utilization
of the disk and memory was found, whereas the network

7http://totusoft.com/lanspeed/

utilization remains unchanged. Especially the CPU utilization,
or more specifically the division of the workload between CPU
cores [9], seems decisive for the power dimension.

The RUS scores (Tbl. IV) were calculated using the execu-
tion time and appear to be in line with the EC measurements;
i.e. a lower score means less SEC. This finding possibly sug-
gests that the utilization patterns after adjusting the software
are more ‘natural’ to the system.

VI. DISCUSSION

In this research we investigated the possibility for a RUS
to express resource utilization in relation to the SEC. The
constructed score is based on those dimensions that are
deemed relevant for the software and is flexible to be adjusted
depending on the product and the environment in which it
will be executed. Initial evaluation showed promising results
to engage in green software practices. There are, however,
several limitation to our work which we discuss below.

Hardware dependency; Like EC, the RUS is dependent on
the hardware that the software is executed on. Although the
measurements are standardized, the ranges themselves showed
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Figure 5. The radar charts for the Document Generator software product
before (left) and after (right) making the software multi-threaded [9].

considerable differences across systems. Comparing the RUS
and EC figures led to the insight that the RUS cannot be
used to compare a software product across classes of systems.
Additionally, it can be impossible to determine the ranges
in environments with ‘unlimited’ resources (e.g. cloud data
centers). Different benchmarks should be found when this is
the case, for example benchmark release of software to one
another to visualize the effect of software changes.

Visualization; The RUS is based on the theory related
to the radar chart. Even though we investigated different
theories, other options could exist that better fit the purpose.
For example, theories that better consider the relation between
dimensions or express a score based on the dimensions.

Robustness; The RUS was successfully applied to both a
synthetic (Systester) and commercial (Document Generator)
application, which shows the generic ability of the theory to
be applied. Although we are confident in the validity of our
results, more applications of RUS are required to prove or
disprove the robustness of the RUS.

Weight factor; The weight factor for calculating the RUS
is a topic that still requires further investigation. In our
experiment we could not motivate a higher score on one
combination of dimensions over the other and decided to set
the weight factor to ‘1’ for each combination. However, other
situations might require a thorough investigation to determine
the correct weight factors.

A. Experiment Limitations

Despite our best efforts, there are limitations to the experi-
ment as described:

Windows processes; Thirty minutes after rebooting we
observed an increase in activity for an unspecified period of
time. The cause is unknown, but we assume that Windows-
related processes are triggered by a timed mechanism which
we cannot control. However, we did not find significant
differences between runs executed after twenty or 200 minutes
and between Windows 7 and Windows Server 2008.

Measurement interval; WUP and Perfmon perform mea-
surements with a one second interval, while computers process
millions of instructions per second. Although we argue our
measurements are sufficient for our purposes, we acknowledge
the fact that data is lost with the instruments at hand.

Table IV
THE EC (IN JOULE) AND RUS FOR THE DOCUMENT GENERATOR

SOFTWARE PRODUCT BEFORE AND AFTER CHANGING THE SOFTWARE.

EC RUS
Single-threaded 17,560 2,313.09
Multi-threaded 5,782 1,644.49

Room temperature; Of the three systems the server was
the only one situated in a climate-controlled data center and as
a consequence we can only guarantee identical conditions for
this system. Although we tried to maintain consistency, we
acknowledge the fact that, among others, room temperature
could have influenced our measurements. We consider the
insignificant differences found between measurements as a
confirmation that the influence in our experiment was limited.

VII. CONCLUSION

In this paper we propose a metric to effectively communi-
cate resource utilization measurements for a software product
in relation to EC. The metric should be easy to understand,
reported uniformly and clearly communicate key findings. We
consider the viewpoints of multiple stakeholders wanting to
address the sustainability of their software product through
green software practices, and posed the following research
question: ‘How can we effectively express the resource uti-
lization for executing a software product in relation to the
SEC?’. We provide an answer by constructing the RUS.

Following the goals of the of radar chart, the RUS delivers
a single score based on selected dimensions and performance
metrics. To calculate the RUS, the equation to calculate the
surface of a radar chart was transformed into one that considers
the relation between dimensions. A weight factor is added
that enables stakeholders to determine the importance of each
pair of dimensions. As the measurements can be expressed
on a standardized scale they can be interpreted more easily,
do not require knowledge on the individual metrics and can
be compared between software applications. Additionally, the
radar chart provides a means to visualize the measurements
which helps to identify key findings.

Evaluating the RUS with two different datasets, showed that
the RUS should be considered complementary to the EC and
the execution time related to a software product. In general
a lower RUS corresponds to a lower EC consumption figure,
but with the server a case was also found where a lower RUS
was accompanied by a higher EC. In these situations a trade-
off should be made, like with quality attributes, favoring the
aspect that is considered more important in a specific context.
A limitation of the RUS found in its inability to be compared
across systems of different classes.

Based on the work presented in this paper, we identify
several direction for future research. First is to investigate
the RUS more thoroughly. For example, the RUS could be
used to compare between systems within the same class.
Also a (standardized) means to determine the weight factor
could aid in the RUS’ acceptance. A second direction is to
investigate the positioning of the RUS in relation to more
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the generic eco-labels for the ICT domain. A final direction
is to use RUS to create awareness on green software during
the development process. By showing the impact of software
development activities, software developers are enabled to
address sustainability issues that might arise.
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