Saliency detection based on adaptive boundary
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Abstract— Background detection has been successful in solving many vision tasks. However, there is a challenging problem that they usually fail to face the situation that object and background are similar. In this paper, we present a novel saliency detection method to address this issue. Firstly, we estimate the rough background probability which can characterize the spatial layout of image regions. Secondly, we propose a robust background measure, called adaptive boundary. It is closer to salient object than boundary of image and can help to distinguish the foreground from background more efficiently. Then, we rank the similarity of the image regions using manifold ranking. The saliency value of each image region is defined based on its relevance to the adaptive boundary. Lastly, the saliency map is generated to exploit integrating saliency results of ranking based on adaptive boundary and boundary of image. Experimental results prove that the proposed algorithm outperforms many of the recent state-of-art and classical algorithms on several datasets.
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I. INTRODUCTION

Saliency detection is to identify the most important part of a scene. With the development of technology, this study has been got more attention in recent years. So more and more saliency methods have been proposed and have got many applications (e.g. image editing [1], image segmentation [2], object detection and recognition [3], and image cropping [4]). Previous saliency methods mostly belong to bottom-up methods and focus on some features of object and background, such as intensity, color and edge et al. The most widely utilized feature is the contrast between object and background.

Many contrast based methods [5,6,7,8,9,10,11] are successful in saliency detection. But they are unsuccessful when background and background are dissimilar, or object and background are similar. This make the saliency difference between object and background is too small to get satisfying result, illustrated in Fig.1. In this example, there are two kinds of backgrounds which are very different. Hierarchical saliency (HS)[5] as a better saliency detection method based on contrast produces unsatisfying results(Fig.1(b)).

Some methods [12,13,14] are built on boundary prior according to another assumption that image boundary regions are mostly background. Recently, a manifold ranking(MR) method that exploits the each of four image boundaries as the labelled queries is proposed[12]. Its main observation is that the background often presents local or global appearance connectivity of image boundary. The saliency value of each region is computed based on its relevance to boundary of image. This approach achieved satisfactory result, especially to complex background. However, it is fail when salient object is similar to boundary, illustrated in Fig.1. By working with a great deal of images, we observe that salient object is usually very different from its closely regions in human vision and the regions can be similar to image boundary or dissimilar. Instead of assuming the image boundary is background[12,13,14], the proposed method states that an image patch is background when the region is close to salient object and differ from salient object. In this work, we proposed a novel adaptive boundary to characterize the spatial layout of image background regions with respect to salient object. We exploit these cues to compute region saliency based on the improved ranking result of superpixels. In ranking, we exploit the regions closely with salient object as the queries and the saliency is computed based on graph structure.

II. ADAPTIVE BOUNDARY

In [12], the proposed method exploit the each of four image boundaries as queries in the manifold ranking, the other nodes are ranked on their relevance to the queries. But in some images, the queries based on image boundary for saliency detection may be incorrect. Fig.1 (c),(d) show the saliency map using MR[12] and our proposed method respectively. In the example, the boundary of image is similar to salient object in color space, so it can not completely represent the characteristic of background. MR exploit the four boundaries of image as queries, it will get
the low precision saliency map. In the result of MR, the salient object and a part of background are viewed as foreground. We need to find a method to ascertain the more fitting queries which can help to distinguish the salient object from background.

In [15], a concept called boundary connectivity is proposed. This index can characterize the spatial layout of image regions and the experiments have proven that it was robust background detection. In this paper, we also exploit this method to ascertain the approximately range of salient object in one image, illustrated in Fig. 2. In the example, we use the each of four rectangle boundaries(Fig.2(d)), which include salient object, as queries in ranking instead of image boundary in MR(Fig.2(b)). We call this novel boundary is adaptive boundary. See from Fig.2(b),(d), the adaptive boundary is the closer to salient object than image boundary. Based on these new queries, the saliency algorithm can be easy to distinguish salient object from background. In this work, the saliency of each node is defined as its ranking score.

Ⅲ. IMPROVED GRAPH-BASED RANKING

Ranking method can exploit the intrinsic manifold structure of data for graph labelling. In saliency detection, we want to design a novel ranking function to define the relevance between unlabelled nodes and queries. We firstly segment the source image to many regular regions using the algorithm of SLIC [16]. For all the experiments in this paper, we set the 600 pixels in a superpixel. Then viewing the segmented image as a set of points: \( X = \{x_1, x_2, \ldots, x_n\} \in \mathbb{R}^{h \times w} \), h and w are the height and the width of image. Each point is a superpixel. Let \( f : X \rightarrow \mathbb{R} \) is the ranking function, its value is saliency value of the each superpixel. Vector \( y = [y_1, y_2, \ldots, y_n]^T \) is a indicate vector, in which \( y_i \) is 1 if \( x_i \) is a query, and \( y_i \) is 0 otherwise. Then we define a graph \( G = (V, E) \) based on the set of points, where \( V \) are the nodes based on \( X, E \) are the edges. The affinity matrix \( W \) is defined by the distance in the CIE LAB space between two nodes \( (x_i, x_j) \). Similar to the manifold ranking [17,12], we proposed a novel manifold ranking function via manifold ranking.

The ranking function in [17] is:

\[
f^* = (I - \alpha S)^{-1} y \tag{1}
\]

where \( I \) is an identity matrix, \( \alpha \) is parameter in \([0,1]\). \( S = D^{-1/2}WD^{-1/2} \) is a normalize matrix, in which \( D \) is the diagonal matrix with \((i,i)\) equal to the sum of the \( i-th \) tow of \( W \).

The manifold ranking can be viewed as a classification problem. Above ranking function in saliency detection has been changed for another format[12]:

\[
f^* = (D - \alpha W)^{-1} y \tag{2}
\]

In eq.(2), the ranking function only considerate the distance in color space, the geometry distance and salient object position has not got full consideration. For example, if two pairs of nodes in one image have equal color distance, the ranking function will get the equal value no matter their position according to eq.(2). In this work, we take color and geometry distance into consideration, and propose follow ranking function:

\[
f^* = \left[ \frac{D - \alpha W + A^{-1}}{W^2 A} \right] y \tag{3}
\]

where matrix \( A \) is diagonal weighted matrix based on geometry distance:

\[
A = \text{diag} \left\{ \sum_i d_{geo}(x_i, x_j) \times \text{bdCon}(x_i) \right\} \tag{4}
\]

where vector \( \text{bdCon} \) is the boundary connectivity[15] and it can give the robust background detection. \( d_{geo}(x_i, x_j) \) is the geometry distance of nodes. Matrix \( A \) represent the influence of the position in ranking function.

The graph structure as shown in Fig.3(a), the nodes \( V \) denote superpixels. It is the boundary map from segmenting the original image(Fig.3(b)) by SLIC algorithm. The green line alongs the four sides of image boundary indicate the background queries of MR(Fig.3(c)). The red line alongs the four sides of adaptive boundary indicate the background queries of our method(Fig.3(e)). The thickened line indicates the range of salient object. On the graph, we get two close-loop. The inner loop(red line) constraint can improve the precision of MR, and the outer loop(green line) constraint add global improvement of the proposed method.

IV. INTEGRATION AND IMPROVEMENT

- A. Integration

Exploiting the each of four adaptive boundaries as queries, we will get four saliency maps. Then we need to integrate them for the initial saliency map. Similar to integrating method in [12], we also integrate the four saliency maps by the following process:

\[
S_{geo}(i) = S_{top}(i) \times S_{bot}(i) \times S_{left}(i) \times S_{right}(i) \quad i = 1,2,\cdots,N \tag{5}
\]

where \( S_{geo}(i) \) denotes saliency value of \( i-th \) node(i.e. \( i-th \) superpixel) on graph. The four variables on right side of the eq.(5) are the four saliency maps using the top, bottom, left and right of adaptive boundaries as queries respectively.

Adaptable boundary usually is the more nearer to the salient object than boundary of image. The proposed method can provide two benefits. Firstly, it provides the efficient and precise queries. This make the saliency algorithm can be more sensitive to salient object, especially as salient object is similar to background, or some complex background. Secondly, the adaptive
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boundary based on robust background detection is robust in saliency detection. As shown in Fig.4(c), the saliency maps generated only using adaptive boundary. Due to the fitting queries, the superpixels with the salient object have high saliency value.

B. Improving the saliency map

However, see from Fig.4(c), a part of the background nodes are incorrect in saliency map. The reason is the adaptive boundary is close to salient object, and it may be similar to image boundary or dissimilar. When dissimilar, the proposed method may make some nodes on nearby image boundary are highlighted. So we need to use the saliency map based on image boundary to improve.

\[ S(i) = (1 - \bar{T}(i)) * (S_{hpb}(i) * S_{hpg}(i)) + \lambda S_{hpg}(i) \]  

(6)

where \( S_{hpb} \) is the saliency map based on image boundary, \( S_{hpg} \) is the saliency map based on adaptive boundary. \( S(i) \) denote the saliency value of \( i \)-th superpixel. \( \bar{T} \) denotes the normalized vector. \( 1 - \bar{T}(i) \) denote the ranking function of foreground which can measure the saliency of the nodes based on foreground as queries. \( S_{hpg}(i) * S_{hpg}(i) \) denote the superpixel which is highlighted by the two different kinds of queries at the same time. \( \lambda \) is adjustment parameter. We use the \( S_{hpg} \) as the adjustment term which can improve the saliency value which is ignored by \( S_{hpb} \). At last, we exploit the ranking function to get final saliency map in eq.(6).

In the above final saliency map, some background nodes may not be adequately suppressed, see from Fig.4(d). In order to improve the saliency map, we use binary method in[12] to deal with this problem and get the ideal final saliency maps.

V. EXPERIMENTS

My experiments are doing based on three datasets: ASD[10] is widely used in most all saliency methods. This dataset has 1000 images and provide the human labeled masks for salient objects. The other two datasets are MSRA-hard[11] and DUT-OMRON dataset and each of them has more than 5000 images.

We compare our method with recent state-of-art methods and classical methods, including region contrast(RC)[18], saliency filter(SF) [19], geodesic saliency(GS)[13], hierarchical saliency(HS) [5],robust background detection(RBD)[15] and manifold ranking(MR)[12].

In this work, we use standard precision-recall(PR) rate, F-measure and mean absolute error(MAE)[15] to evaluate the saliency result. The PR curves can compare the saliency map against the ground truth by producing binary maps at different thresholds in [0,255]. The F-measure is the computed using the weighted of precision and recall:

\[ F_\beta = \frac{(1 + \beta^2) \text{Precision} \cdot \text{Recall}}{\beta^2 \text{Precision} + \text{Recall}} \]  

(7)

MAE is the average per-pixel difference between the binary ground truth and the saliency map. This index can measure how close a saliency map is to the ground truth. Fig.5-7 show the evaluation results using above index on three datasets: the PR rate, F-measure and MAE of the proposed method is better than other methods. Fig.8 shows the saliency results of previous saliency methods: the proposed algorithm outperforms many of the recent state-of-art and classical algorithms on several datasets.

VI. CONCLUSION

In this work, we proposed a saliency method based on adaptive boundary. We adopt an improved ranking function
which considerate geometry distance and background distribution between superpixels to get the more ideal saliency map than previous methods. We evaluate the proposed method on three datasets and testify the significant performance. Our future work will focus on how to improve the method to adapt to multiple dispersive salient objects.
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Fig. 5 PR curves (left), F-measure (center) and MAE (right) of different methods on ASD dataset.

Fig. 6 PR curves (left), F-measure (center) and MAE (right) of different methods on MSRA-hard dataset.

Fig. 7 PR curves (left), F-measure (center) and MAE (right) of different methods on DUT-OMRON dataset.
Fig. 8 saliency results of different methods on DUT-OMRON (1-2 rows), MSRA(3-4 rows), ASD(5-6 rows)
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