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Abstract—In reality, Non-line-of-sight (NLOS) error is the major factor which influences the positioning accuracy. NLOS identification and correction are the major techniques of reducing the positioning error. In this paper, we investigate the NLOS propagation identification and correction for time difference of arrival (TDOA) in wireless sensor networks. Based on the TDOA residual, an NLOS identification algorithm is proposed. When the anchors which can use to location are too small, after we identified. In this case, the excessive time delay in NLOS environment; the measurements for TDOA are reconstructed by estimating the mean and variance of the excessive time delay. So we can rewrite the TDOA that we measured. In order to obtain an accuracy position, we joint AOA to this location. In this case, we can calculate the tag position with TDOA and AOA. Firstly, it figures out the radial range between tag and reference anchor, then calculates the location of tag. Simulation results show that with the existence of NLOS errors, this method can improve the positioning accuracy in wireless sensor networks.
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I. INTRODUCTION

Wireless location is important in Emergency 911 subscriber safety service and sensor network applications, such as indoor navigation and surveillance [1]-[3]. With the development of science and technology, more and more people focus their attention on this area for its potential application. The dominant anchor location techniques based on received signal strength (RSS), time of arrival (TOA), time difference of arrival (TDOA), angle of arrival (AOA), or combination of two of the above, can achieve high accuracy under the line-of-sight (LOS) propagation. And the actual environment is mostly NLOS environment, it is important to solve the problem of the NLOS. None-line-of-sight (NLOS) propagation introduces a bias in the TOA, TDOA, and AOA measurements and also results in an extra power loss. The performance of location techniques mentioned previously degrades evidently in NLOS scenarios. Therefore, it is significant to find methods to mitigate the NLOS bias.

In wireless sensor networks, the major error in time of arrival (TDOA) is measurement noise and non-line-of-sight (NLOS) propagation error. Measurement noise is usually considered as a Gaussian random variable, which mean is zero. However, NLOS error usually has an unknown distribution with a positive mean. NLOS error is the dominant error in location estimation [1].

In order to protect locations estimate from NLOS error corruption, NLOS identification and reconstruction techniques have been investigated. In general, NLOS range measurements have a larger variance than LOS range measurements, especially when the tag is moving. In [4], an NLOS base station (BS) is identified by calculating the standard deviation of a series of range measurements and comparing that with a certain threshold. A Kalman filter is then used with an extra unknown constant, the NLOS range error, to reconstruct the NLOS error and obtain the location estimate. A time-history based hypothesis test is proposed in [5] to identify and then to reconstruct the NLOS error. In [6], a decision theoretic framework for NLOS identification is formulated, where the NLOS error is modeled as a non-zero mean Gaussian random variable. If the stochastic model for the NLOS error is not Gaussian, the approach in [6] relies only on the fact that the variance of the NLOS errors is greater than that of the LOS errors.

Other papers are also showed another method to NLOS. In [7], a scattering model is used to solve the NLOS problem. In [8], they used the concept of virtual reference device to deal with the NLOS.

In this paper, we investigate the NLOS error and proposed an identification algorithm in indoor location by means of jointing TDOA and AOA location. The remainder of this paper is organized as follows. Section II presents the model of TOA and AOA measurements error. Section III presents the hybrid TDOA and AOA location. Section IV discusses the simulation results to show the advantages of the proposed strategies. Finally, the concluding remarks and future work are provided in Section V.

II. SYSTEM MODEL

Assuming that the network is fully connected that both the TOA and AOA measurements are available.

A. major of TOA error

The TOA measurement errors consist of noise and NLOS error, so the TOA measurement model can be considered as:

\[ \tau = \tau_{\text{true}} + \tau_{\text{noise}} + \tau_{\text{NLOS}} \] (1)

Where the \( \tau \) is the time of arrival, \( \tau_{\text{true}} \) is the time of arrival when the signal is under line of sight propagation condition,
\( \tau_{\text{noise}} \) is an additive Gaussian random variable with zero mean and variance \( \sigma_{\text{noise}}^2 \), and \( \tau_{\text{noise}} \) is the measurement error caused by the NLOS propagation.

### B. Major of AOA error

We consider the AOA suffers from the noise error, which is modeled to be Gaussian random variable \( N(0, \sigma_{\theta}) \). Then the AOA measurement model can be considered as:

\[
\theta = \theta^0 + \theta_{\text{noise}} \tag{2}
\]

Where \( \theta^0 \) present the real AOA, \( \sigma_{\text{noise}} \) present the measurement noise.

### C. NLOS Identification

Consider the NLOS error for TDOA and AOA location. The intersection points of these hyperbolas define an area of uncertainty where the final estimate of tag location lies in. For a given set \( S_k \) of anchors and a reference tag location \( \hat{x}, \hat{y} \), we define the TDOA residual as the difference between the measured data and the calculated data using the reference location

\[
RES_i = \sum_{d_{ii} \in S_k} \left[ (d_i - d_j) - c_i t_i \right]^2 \tag{3}
\]

Where

\[
d_i = \sqrt{(x_i - \hat{x})^2 + (y_i - \hat{y})^2} \tag{4}
\]

is the \( i \)th anchor location.

The algorithm of identifying an NLOS anchor in TDOA location has the following steps:

(a) Assuming there are \( m \) anchor nodes, we select \( n \) (Number of anchor nodes required to locate) anchor nodes to find the location of tag. We have \( C^n_m \) combinations.

(b) From the first set of anchor, we can get the TDOA of each anchor, so we can estimate the location of tag \( (\hat{x}, \hat{y}) \).

(c) we can utilize (9) and (10) to get \( RES \). By the same way, we can get the rest sets of data \( RES \), then calculate the total weight of each BS by summing the weights of the anchor sets that the anchor belongs to.

(d) Rank each BS according to the total weight, and pick up the one with the heaviest weight.

### D. NLOS error correction

From [13], If we consider the NLOS error obey exponential distribution. The probability density function can be expressed as:

\[
f(\tau_{\text{rms}}) = \frac{1}{\tau_{\text{rms}}} \exp \left( -\frac{\tau_{\text{rms}}}{\tau_{\text{rms}}} \right) \tag{5}
\]

Where \( \tau_{\text{rms}} \) is rms delay spread defined as [8]:

\[
\tau_{\text{rms}} = T_i d^\epsilon \zeta \tag{6}
\]

Where \( T_i \) is median value of \( \tau_{\text{rms}} \) delay spread at one kilometer, \( d \) is the distance between tag and anchor, \( \epsilon \) is an exponent with value between 0.5 and 1, \( \zeta \) is a lognormal variable with zero mean and standard deviation \( \sigma_{\zeta} \) that lies between 4-6 dB. Values of different channels are shown in Table 1:

<table>
<thead>
<tr>
<th>Channel environment</th>
<th>( T_i ) (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>downtown area</td>
<td>1.0</td>
</tr>
<tr>
<td>General urban area</td>
<td>0.4</td>
</tr>
<tr>
<td>suburb</td>
<td>0.3</td>
</tr>
<tr>
<td>outskirts</td>
<td>0.1</td>
</tr>
</tbody>
</table>

From (2) we can know

\[
\ln \tau_{\text{rms}} = \ln \left( T_i d^\epsilon \right) + \ln \zeta \tag{7}
\]

Because \( \ln \zeta \sim N(0, \sigma_{\zeta}^2) \), so we can get

\[
\ln \tau_{\text{rms}} \sim N\left( m_{\epsilon}, \sigma_{\zeta}^2 \right), \quad m_{\epsilon} = \ln \left( T_i d^\epsilon \right), \quad \text{The probability density function of} \quad \tau_{\text{rms}} :\]

\[
f(\tau_{\text{rms}}) = \frac{1}{\sqrt{2\pi \sigma_{\zeta}^2}} \exp \left[ -\frac{\left( \ln \tau_{\text{rms}} - m_{\epsilon} \right)^2}{2\sigma_{\zeta}^2} \right] \tag{8}
\]

The mean and variance of the exponential distribution respectively is

\[
\mu = E(\tau_{\text{rms}}) = \int_0^\infty \tau_{\text{rms}} f(\tau_{\text{rms}}) d\tau_{\text{rms}} = \exp \left( m_{\epsilon} + \frac{\sigma_{\zeta}^2}{2} \right) \tag{9}
\]

\[
\sigma^2 = E(\tau_{\text{rms}}^2) = \int_0^\infty \tau_{\text{rms}}^2 f(\tau_{\text{rms}}) d\tau_{\text{rms}} = \exp \left( 2m_{\epsilon} \right) (2 \exp(2\sigma_{\zeta}^2) - 1 - \exp \left( 2\sigma_{\zeta}^2 \right)) \tag{10}
\]

### III. Hybrid TDOA and AOA Location

In a two-dimensional plane, time difference can determine a distance difference. We can use three anchors to location tag by TDOA location. However, when the joint TDOA and AOA location algorithms used, only two stations are enough to estimate the target position. Assume the coordinates of the anchor are \((x_i, y_i)\), the coordinates of the tag are \((x, y)\). Take the anchor \((x_0, y_0)\) as the reference anchor.

The relationship of the target relative to the reference anchor can be expressed as

\[
\tan \theta = \frac{y - y_0}{x - x_0} \tag{11}
\]

And the distance between tag and anchor \( d_i \) is
\[ d_i = \sqrt{(x-x_i)^2 + (y-y_i)^2} \]  (12)

So we can get the reference anchor between tag is

\[ d_0 = \sqrt{(x-x_0)^2 + (y-y_0)^2} \]  (13)

The distance between 1st anchor and tag is

\[ d'_i = \sqrt{(x-x'_i)^2 + (y-y'_i)^2} \]  (14)

The time difference we can express

\[ \Delta \tau = \frac{1}{c} (d_i - d_0) = \frac{\Delta d}{c} \]  (15)

Which

\[ \Delta d = r_i - r_0 \]  (16)

Combine (13)(14)(16) we have

\[ d^2 - d'^2 = (x-x_i)^2 + (y-y_i)^2 - (x-x'_i)^2 - (y-y'_i)^2 \]  (17)

Since \( \Delta d = d_i - d_0, \) \( d_i + d_0 = 2d_0 + \Delta d \) So

\[ (2d_0 + \Delta d) \Delta d = [2x-(x_i + x_0)](x_0-x_i) \]
\[ + [2y-(y_i + y_0)](y_0-y_i) \]  (18)

Transform and arrange (19), we can obtain

\[ \frac{1}{2}[\Delta d^2 + (x_0^2 + y_0^2) - (x_i^2 + y_i^2)] \]  (19)

Let

\[ h = \frac{1}{2}[\Delta d^2 + (x_0^2 + y_0^2) - (x_i^2 + y_i^2)] \]  (20)

Equation (20) can be rewrite as

\[ (x_0-x_i)x + (y_0-y_i)y = h + d_0 \Delta d \]  (21)

From (3), we can get

\[ x \tan \theta - y = x_0 \tan \theta - y_0 \]  (22)

Expressing (18) and (22) in a linear equation, we can have

\[ Ax = b \]  (23)

Where

\[ A = \begin{bmatrix} x_0 - x_i & y_0 - y_i \\ \tan \theta & -1 \end{bmatrix}, \quad x = \begin{bmatrix} x \\ y \end{bmatrix} \]

\[ b = \begin{bmatrix} h + d_0 \Delta d \\ x_0 \tan \theta - y_0 \end{bmatrix} \]  (24)

Assuming \( d_0 \) is known, if the location of two anchor satisfy the expression \( x_0 - x_i \neq -(y_0 - y_i) \tan \theta \), A have a reversible matrix, so the (22) can be expressed as

\[ x = A^{-1}b \]  (25)

Let

\[ A^{-1} = \begin{bmatrix} z_0 \end{bmatrix}_{2 \times 2} \]  (26)

We can obtain

\[ \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} z_{11} \\ z_{21} \end{bmatrix} \begin{bmatrix} h + d_0 \Delta d \\ x_0 \tan \theta - y_0 \end{bmatrix} \]
\[ + \begin{bmatrix} z_{12} \\ z_{22} \end{bmatrix} \begin{bmatrix} x_0 \tan \theta - y_0 \end{bmatrix} \]  (27)

We can assume

\[ p_i = z_i \Delta d \]
\[ q_i = z_i (x_0 \tan \theta - y_0) \]  (28)

then we can get

\[ \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} q_1 + p_1 d_0 \\ q_2 + p_2 d_0 \end{bmatrix} \]  (29)

Combine (13) and (29) We can get

\[ ad_0^2 + 2bd_0 + c = 0 \]  (30)

Where

\[ \begin{bmatrix} a \\ b \\ c \end{bmatrix} = \begin{bmatrix} p_1^2 + p_2^2 - 1 \\ (q_1 - x_0) p_1 + (q_2 - y_0) p_2 \\ (q_1 - x_0)^2 + (q_2 - y_0)^2 \end{bmatrix} \]  (31)

From (30) and (31) we can get the value of \( d_0 \), and then we can get the value of the x \( \{x, y\} \) which is the location of tag.

However this algorithm has limitations.

If \( \Delta = b^2 - 4ac < 0 \), we cannot get the value of \( d_0 \) we cannot obtain the location of tag.

If \( \Delta = b^2 - 4ac \geq 0 \), we can get the value of \( d_0 = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a} \), and when \( \Delta = b^2 - 4ac = 0 \), we can get only one value, if \( d_0 > 0 \), we can get the location of the tag, if \( d_0 > 0 \), the location cannot be got. When \( \Delta = b^2 - 4ac > 0 \), we will have two values, if two value are bigger than zero, we can obtain two value, it is necessary to eliminate the uncertain value. If the two values are smaller than zero, we cannot obtain
the tag location. If one value is bigger than zero, another is smaller than zero; we can get a exact value of the tag location.

IV. SIMULATION RESULTS

Simulation is set in a two-dimensional space, there are 4 anchor nodes and 1 Tag as shown in Figure 2.

![Simulation scene](image)

Fig. 1. Simulation scene

This part of the simulation analysis in the same number of non line of sight, the average value of different NLOS error, the improved differential compensation algorithm for positioning performance.

![Effect of NLOS on RMSE](image)

Fig. 2. Effect of NLOS on RMSE

These figures show the influence of NLOS error which mean is $10^{-9}$ or $10^{-10}$ on the positioning accuracy. In the algorithm, if we find the anchor in NLOS, the NLOS anchor will be removed do not participate in the position. It can be seen from the figure that the hybrid TDOA and AOA algorithm positioning accuracy, and the influence of NLOS error with different mean. We can get the algorithm have a positive effect of the tag location in NLOS environment. However, when the noise mean square deviation is $10^{-7}$, we cannot get a value, for the limit of this hybrid TDOA and AOA algorithm positioning, as the above analysis.

V. CONCLUSIONS

In this paper, a NLOS identification algorithm and the NLOS error correction for TDOA is proposed. The NLOS identification is based on the TDOA residual. The exponential distribution model is used to NLOS error. And this paper combines with a known hybrid TDOA and AOA location algorithm shows that the effect of NLOS error on the positioning accuracy. From the simulation results we can get that the proposed algorithm is feasible.
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