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**Abstract.** The nonlinear Burgers equation is a hot issue in the field of computational fluid dynamics, which has nonlinear convection term and diffusion term. In this paper, we give a numerical solution of the nonlinear Burgers equation by a combination of finite difference and Chebyshev-Galerkin method. Use the Crank-Nicolson Leap-frog scheme in time, and the Chebyshev-Galerkin method in space to solve the nonlinear Burgers equation. Finally, numerical experiments are carried out to illustrate the efficiency of the proposed method.

**Introduction**

Burgers equation can be used as a mathematical model to describe many physical phenomena, in particular, it can be used as a mathematical model of fluid flow phenomena. It is a very important and basic partial differential equation in fluid mechanics, which is widely used in aerodynamics, turbulent flow, heat transfer, transportation flow, groundwater pollution and other fields. It has some properties of the Navier-Stokes equation, which can be regarded as a simple Navier-Stokes equation. And can be used to study the properties of the Navier-Stokes equation by numerical simulation. It usually produces shock waves in this equation, which brings some difficulties to the numerical solution. So, the further research on it will help us solve other nonlinear problems.

At the same time, the exact smooth solution of the Burgers equation can be constructed. Therefore, many nonlinear Burgers equation can be solved numerically by means of model which can be numerically tested. As result, it is important to study the efficient numerical method for the Burgers equation. The numerical approaches of the Burgers equation have been developed as follows: the finite element method, finite difference method and Chebyshev spectral method and spectral collocation method\cite{1-4}. In 1915, Bateman firstly gave the stable solution of one dimensional viscous Burgers equation\cite{5}. In some special initial boundary value condition, the exact solution of the Burgers equation can be arrived, but these exact solutions are usually in the form of infinite series. Therefore, we must calculate much more items to get the high accuracy, and the calculation process is also very complex.

The paper is organized as follows. Section 1 mainly introduces the physical back ground of the Burgers equation and the main numerical methods. Section 2 mainly illustrates the basic principle of the Chebyshev-Galerkin method of the nonlinear Burgers equation. In section 3, we design the numerical scheme and algorithm of the nonlinear Burgers equation. The numerical experiments of the nonlinear Burgers equation are presented in section 4 to verify the efficiency of the method.

**Chebyshev-Galerkin method**

Let $\Omega=\left(-1, 1\right)$ is an open set, we consider the following nonlinear Burgers equation with initial and bound conditions:
\[
\begin{align*}
\frac{\partial u}{\partial t} &= \epsilon \frac{\partial^2 u}{\partial x^2} - u \frac{\partial u}{\partial x}, & -1 < x < 1, 0 < t \leq T, \\
u(0, t) &= u(1, t) = 0, & t > 0, \\
u(x, 0) &= \nu_0(x), & -1 < x < 1. 
\end{align*}
\]

where \( u \) is the speed, \( \epsilon \) is the viscosity constant and \( \nu_0(x) \) is the initial function.

Let us denote \( X_N = \{ v \in P_N : v(-1) = v(1) = 0 \} \).

The Galerkin method for (1)-(3) is: Find \( u_N \in P_N \cap H^1_0(\Omega) \) such that:

\[
\begin{align*}
\partial_t u_N &= \epsilon (\partial_x u_N, \partial_x v_N) + (u_N \partial_x u_N, v_N), & v_N \in X_N, \\
u_N(x, 0) &= u_0(x, 0), & 0 \leq i \leq N.
\end{align*}
\]

We consider Chebyshev-Galerkin method in this paper. Let \( \{ x_j \}^N_{j=0} \) be the Chebyshev-Gauss-Lobatto points on the \( \Omega \), \( \omega = (1-x^2)^{-1/2} \) be the weight function. Given a set of basis functions \( \{ \phi_j \}^N_{j=0} \) of \( X_N \), we denote

\[
\begin{align*}
u_N = \sum_{j=0}^{N-2} \hat{u}_j \phi_j, & \quad u = (\hat{u}_0, \hat{u}_1, \ldots, \hat{u}_{N-2})^T, \\
s_{ij} &= \int_0^1 \omega \phi_j \phi_i dx, & m_{ij} = \int_0^1 \omega \phi_i \phi_i dx, \\
S &= (s_{ij})_{0 \leq k,j \leq N-2}, & M = (m_{ij})_{0 \leq k,j \leq N-2}.
\end{align*}
\]

From the paper[7]: if the initial function such that \( \nu_0(x) \in H^m(\Omega), m \geq 2 \), then Equations (1)-(3) have a unique solution \( u \) and \( (\partial_t)^j u \in C(0, T; H^{m-j}(\Omega)) \), \( j \geq 0, m-j \geq 0 \) and \( j \) is integer. In addition, there exists a constant \( C(\|u_0\|_m) \) such that

\[
\left\| (\partial_t)^j u \right\|_{m-j} \leq C(\|u_0\|_m).
\]

**Numerical scheme**

In the equations (1)-(3), We use the Crank-Nicolson Leap-frog scheme in time,and the Chebyshev-Galerkin method in space. Let the time step is \( dt \), \( u^k(\bullet) \) is the approximate solution of the exact solution \( u(\bullet, kdt) \), where \( u^k \) is the (N+1)-dimension vector, \( u^k_j = u^k(x_j) \) (n = 1,2,…, [T/dt][ ] is rounding),therefore, the equation (1)-(3) can discrete as following:

\[
\frac{u^{k+1}_N - u^{k-1}_N}{2dt} = \epsilon (\partial_x u^{k+1}_N, \partial_x v_N) + (u^{k+1}_N \partial_x u^{k+1}_N, v_N) - (u^k_N \partial_x u^k_N, v_N).
\]

At each time step,one only needs to solve the following problem:

\[
\epsilon dt (\partial_x \hat{u}^{k+1}_N, \partial_x v_N) + (\hat{u}^{k+1}_N, v_N) = (I_N \hat{u}^{k+1}_N, v_N) + \frac{dt}{2} ((u^k_N)^2, \partial_x v_N).
\]

Where \( \hat{u}^{k+1}_N = \frac{1}{2} (u^{k+1}_N + u^{k+1}_N) \), and \( I_N \) is the Legendre-Gauss-Lobatto interpolation operator. Note that the above scheme requires \( u^0_N \) and \( u^1_N \) to start. We let \( u^0_N \) and \( u^1_N \) is the interpolation of initial condition and exact solution.

Taking \( v_N = \phi_j \), then the above system can be solved by the following matrix equation:

\[
(\epsilon dt S + M) \hat{u} = f.
\]
Where \( f = (f_j)_{0 \leq j \leq N-2} \), \( f_j = (I_N u^j_N, v^j_N) + \frac{dt}{2} ((u^j_N)^2, \partial_x v^j_N) \).

**Numerical example**

In this section, we present below numerical experiment using the Chebyshev-Galerkin method designed in the previous section. All computations are performed with Matlab on a personal computer. We consider the following problem:

\[
\frac{\partial u}{\partial t} = \varepsilon \frac{\partial^2 u}{\partial x^2} - u \frac{\partial u}{\partial x}, \quad \varepsilon > 0.
\]

The exact solution is

\[
u(x, t) = \kappa [1 - \tanh(\kappa (x - \kappa t - x_c))],
\]

Let \( \varepsilon = 0.1, \kappa = 0.5, x_c = -3, x \in (-5, 5), T = 12 \), and impose the initial value \( u(x, 0) \) and boundary conditions \( u(\pm 5, t) \) by using the exact solution. The time step size are \( dt = 10^{-k}, k = 2, 3, 4 \), the number of Chebyshev spectral collocation points are 32, 64, 128 at \( T = 12 \).

In Figure 1, \( n \) is the number of basis function of the Chebyshev-Galerkin method, \( dt \) is the time step. We can observe the approximate solutions converge exponentially to the exact solution. In addition, when the time step value is smaller, the Chebyshev-Galerkin method can get the higher accuracy of \( 10^{-9} \).

![Figure 1: the discrete maximum errors.](image)

**Concluding remarks**

We developed an efficient Chebyshev-Galerkin method for nonlinear Burgers equation. There are some advantages of using Chebyshev-Galerkin method, e.g., the condition numbers of the method are all small and independent of \( n \). In addition, our method can quickly and effectively calculate the results of high accuracy, this is the other advantage in dealing with nonlinear problems. How to efficiently solve the more complication problems and how to analysis the error will be the further work.
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