Male Rat’s Liver Weight Molding Based on Grey Theory and RBF Neural Network
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Abstract—In order to research the relationship between male rat’s liver weight and their body weight, Grey theory method and Radial Basis Function neural network method were used to model the liver related data in male rats. First of all, the sample standard deviations of the liver weight mean value were obtained by using Grey theory method. What’s more, validated liver weight data in each group was in accord with normal distribution and calculated the upper and lower limits of liver weight distribution. The RBF neural network method was applied to fit the upper and lower limits of liver weight distribution and mean values in software R2011b MATLAB environment. Final fitting result which has practical value can be used to verify actual liver weight show relationship between liver weight and body weight, and then it can cut down test cost and cycle.
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I. INTRODUCTION

The organ weight data of experimental animals is an important basis index for biomedical research. It not only has a guiding significance to the normal physiological state of animals, but also an important reference index in the non clinical study of drugs[1]. Therefore, it is necessary to establish the mathematical model of male rats’ liver weight.

There are 30 groups of male rats in this experiment; each group contains 17 male rats. We anatomized and measured liver weight after the body weight of rats measured. In total, 510 groups’ discrete data of liver weight and body weight were obtained. According to the actual measurement results predicted, we find there is certain relationship between liver weight and body weight in rats. We use some methods to find out the relationship between liver weight and body weight from experimental data, and then establish the mathematical model of male rats’ liver weight.

Using MATLAB software to process experimental data can greatly reduce the error caused by the calculation and plotting. It can be selected desired function according to the specific circumstances when fit curve by use of MATLAB curve fitting toolbox, so as to obtain relatively accurate results[2]. Grey theory and RBF neural network theory were mainly applied when processed liver weight data in MATLAB R2011b. Related content are as follows.

A. Related Content about Grey Theory

Accumulation generation operation is the most important data processing method in grey relational analysis. Through accumulation of generating operations, the arbitrary non negative sequence and swing sequence can be converted into incremental sequence[3].

Suppose there is a set of measured data sequences: 

\[ X = (x(k)|k = 1, 2, \ldots, n) \]

The data sequence \( X \) is converted to \( X^0 \) after arranged from small to large. We get

\[ X^0 = (x^{(0)}(k)|k = 1, 2, \ldots, n) = (x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n)) \]  \hspace{1cm} (1)

Where, \( x^0 = x^0(k) \leq x^0(k + 1), k = 1, 2, \ldots, n - 1. \)

The new \( X^{(1)} \) is result of that \( X^{(0)} \) through one time Accumulated Generation Operation (1 -AGO), that is

\[ X^{(1)} = (x^{(1)}(k)|k = 1, 2, \ldots, n) = (x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n)) = (x^{(0)}(1) + x^{(0)}(2) + \ldots + x^{(0)}(n)) \]  \hspace{1cm} (2)

The irregular original data are showing growth regularity after cumulative generation. Original measurement sequence and accumulated measuring sequence are all linear because of there is no measurement error in ideal measurement process. The \( \Delta(k) \) which is maximum vertical distance between measured value and ideal value can be used to describe dispersion of data.

We define:

\[ \Delta(k) = x^{(1)}(n)/n \]  \hspace{1cm} (3)

\[ \Delta_{\text{max}} = \max(\Delta(1), \Delta(2), \ldots, \Delta(n)) \]  \hspace{1cm} (4)

The curved cumulative curve is becoming increasingly curved with greater standard deviation of measured data samples.

Define standard deviation:

\[ s = c \cdot \Delta_{\text{max}}/n \]  \hspace{1cm} (5)

Where, \( c \) is grey constant coefficient; \( n \) is the number of samples for measurement data. Often take \( c = 2.50 \) to calculate the standard deviation[4].
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B. Neural Network Theory

Artificial neural network (ANN) is a kind of mathematical model which simulated biological neural network for information processing. It also can be called neural network for short[5]. Its essence is a network which is interconnected mathematical nodes or neurons. It can simulate complex functional relationships, especially suitable for problems involving multiple parameters and nonlinear interpolation[6].

RBF neural network is a kind of three layers forward network which similar to Multilayer forward network. First layer is input layer which is composed of the signal source node. Second layer is the hidden layer, and the nodes number in hidden layer is up to need of the problem description. The transform function of the neuron in the hidden layer (radial basis function) is nonlinear function which radial symmetry and attenuation of the center point. It is local response function. Third layer is the output layer which responds to the input mode.

The RBF neural network has been successfully applied in many fields because of its superior capability about function approximation and simple construct. The representative applications include system identification, face recognition, prediction and antenna design etc. Typical structure of RBF neural network is shown in Figure I.

![FIGURE I. TYPICAL STRUCTURE OF RBF](image)

Radial basis function which usually defined as the monotonic function of Euclidean distance between any points in space to a center is used in node activation function of Radial Basis Function neural network. Frequently used radial basis function is Gaussian Function. Activation function of radial basis function neural network can be expressed as follow.

\[ R(x_p - c_i) = \exp \left( -\frac{1}{2\sigma^2} \| x_p - c_i \|^2 \right) \]  

Where, \( \| x_p - c_i \| \) is Euclidean norm; \( c_i \) is center of the Gaussian function; \( \sigma \) is Variance of Gaussian function.

According to the different methods of radial basis function center selection, RBF neural network has a variety of learning methods. For instance, random select central method, self-organizing selection method, supervision of select central method and the orthogonal least square method etc. Self organizing selection center method consists of two phases which introduced as follows: one of them is self organizing learning phase which Figure out center and variance of hidden layer basis function, the other is supervised learning phase and it is to solve weights from hidden layer to output layer.

Detailed steps of this learning algorithm are as follows.

First step: to solve basis function center \( c \) based on \( K \)-mean clustering method.

1. Network initialization: random select \( h \) training samples as cluster center \( c_i (i = 1, 2, \cdots, h) \).

2. Input training samples are grouped according to the nearest neighbor rule: assign \( x_p \) to each cluster set of input samples \( p = 1, 2, \cdots, P \) according to Euclidean distance between \( x_p \) and \( c_i \).

3. Adjust cluster center again: calculate average value of training samples in every clustering ensemble \( x_p \). That is new cluster center \( c_i \). If there is no change in new cluster center, \( c_i \) is basis function center of the RBF neural network finally. Otherwise, return to 2 and to solve next round of the center.

Second step: to solve variance \( \sigma_i \).

Variance \( \sigma_i \) can solve as follows if basis function of RBF neural network is Gaussian function.

\[ \sigma_i = \frac{c_{max}}{\sqrt{2n}} \]  

Where, \( c_{max} \) is the maximum distance between selected center.

Third step: calculate weights between hidden layer and output layer.

Connection weights between the hidden layer and the output layer can be calculated by the least square method directly and calculating formula as follows:

\[ w = \exp \left( \frac{h}{c_{max}} \| x_p - c_i \|^2 \right) \]  

Where, \( i = 1, 2, \cdots, h ; p = 1, 2, \cdots, P \)

The corresponding function of RBF neural network in software MATLAB as follows.

\[ [\text{net, tr}] = \text{newrb}(P, T, \text{GOAL, SPEAD, MN, DF}) \]

Where, \( P \) is \( R^Q \) dimensional matrix consists of \( Q \) group input vector; \( T \) is \( S^Q \) dimensional matrix consists of \( Q \) group target classification vector; \( \text{GOAL} \) is Mean Squared Error Goal and it defaults to 0.0; \( \text{SPEAD} \) is expansion velocity of radial basis function and it defaults to 1; \( \text{MN} \) is Maximum number of neurons and it defaults to 0; \( \text{DF} \) is number of neurons added between the two display and it defaults to 25; net is return value, one RBF neural network; \( \text{TR} \) is return value, training record[7-9].

II. DATA PROCESSING

A. Calculate Arithmetic Mean and Gray Standard Deviation

Mean function in software Mean and Gray Standard Deviation was used to calculate arithmetic mean value of body weight and liver weight in each group, and then using grey theory method to calculate standard deviation of liver weight. Calculation results are shown in
Table I. Where, $\mu_1$ stands for body weight arithmetic average value of rats in each group. $\mu_2$ stands for arithmetic average value of liver weight. $\sigma$ stands for gray standard deviation of liver weight mean value.

**TABLE I. MEAN VALUE OF BODY WEIGHT AND LIVER WEIGHT, GRAY STANDARD DEVIATION OF LIVER WEIGHT**

<table>
<thead>
<tr>
<th>NUMBER</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_1$/g</td>
<td>62.92</td>
<td>101.44</td>
<td>151.29</td>
<td>203.10</td>
<td>241.34</td>
<td>271.49</td>
<td>296.46</td>
<td>321.64</td>
<td>334.64</td>
<td>347.29</td>
</tr>
<tr>
<td>$\sigma$/g</td>
<td>0.208</td>
<td>0.399</td>
<td>0.728</td>
<td>1.439</td>
<td>2.287</td>
<td>1.781</td>
<td>2.187</td>
<td>1.648</td>
<td>1.351</td>
<td>2.059</td>
</tr>
<tr>
<td>NUMBER</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>$\mu_1$/g</td>
<td>364.94</td>
<td>378.40</td>
<td>394.54</td>
<td>407.57</td>
<td>422.89</td>
<td>433.88</td>
<td>445.06</td>
<td>456.98</td>
<td>466.87</td>
<td>476.71</td>
</tr>
<tr>
<td>$\sigma$/g</td>
<td>2.119</td>
<td>2.127</td>
<td>1.784</td>
<td>1.766</td>
<td>2.155</td>
<td>2.492</td>
<td>1.412</td>
<td>2.478</td>
<td>1.664</td>
<td>2.316</td>
</tr>
<tr>
<td>NUMBER</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td>$\mu_1$/g</td>
<td>485.10</td>
<td>495.61</td>
<td>507.18</td>
<td>523.03</td>
<td>537.32</td>
<td>549.15</td>
<td>565.34</td>
<td>584.76</td>
<td>601.73</td>
<td>635.67</td>
</tr>
<tr>
<td>$\sigma$/g</td>
<td>2.796</td>
<td>2.497</td>
<td>1.676</td>
<td>2.488</td>
<td>2.541</td>
<td>1.748</td>
<td>1.565</td>
<td>2.265</td>
<td>2.362</td>
<td>1.811</td>
</tr>
</tbody>
</table>

**TABLE II. DISTRIBUTION INTERVAL OF LIVER WEIGHT**

<table>
<thead>
<tr>
<th>NUMBER</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_1 + 3\sigma$/g</td>
<td>3.469</td>
<td>5.572</td>
<td>9.470</td>
<td>12.891</td>
<td>17.070</td>
<td>15.930</td>
<td>18.773</td>
<td>18.280</td>
<td>16.853</td>
<td>20.127</td>
</tr>
<tr>
<td>$\mu_1 + 3\sigma$/g</td>
<td>3.221</td>
<td>3.178</td>
<td>5.102</td>
<td>4.257</td>
<td>3.348</td>
<td>5.244</td>
<td>5.561</td>
<td>8.392</td>
<td>8.747</td>
<td>7.773</td>
</tr>
<tr>
<td>NUMBER</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>NUMBER</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
</tr>
<tr>
<td>$\mu_1 + 3\sigma$/g</td>
<td>27.521</td>
<td>26.576</td>
<td>24.006</td>
<td>26.862</td>
<td>27.513</td>
<td>25.336</td>
<td>25.136</td>
<td>27.729</td>
<td>27.612</td>
<td>27.688</td>
</tr>
</tbody>
</table>

B. Normality Test of Data

Data normality test is an important part in course of data processing. Normal probability paper test was used to test whether liver weight in each group was consistent with the normal distribution. The normal distribution probability map about the 17 data in each group was drawn by the normplot function in MATLAB function library. Selected 10th group randomly to test and the test results are shown in Figure II. Normality test of other groups are similar to them and don’t list one by one because of limited space in this paper.

![FIGURE II. NORMAL TEST RESULTS OF THE 10TH GROUP](image)

Each set of data distributed in a straight line basically can be seen from the test chart. The results are in accord with the normal distribution, and then next data analysis can be carried out.

C. Liver Weight Distribution Interval and Fitting Them

Under normal distribution condition, probability of random variable $x$ falls in interval $\sigma$ which is result of $\mu$ added and subtracted different multiples of $\sigma$. For instance,

$P(\mu - 1.96\sigma \leq x < \mu + 1.96\sigma) = 0.9$  \hspace{1cm} (9)

$P(\mu - 2.58\sigma \leq x < \mu + 2.58\sigma) = 0.99$  \hspace{1cm} (10)

$P(\mu - 3\sigma \leq x < \mu + 3\sigma) = 0.9973$  \hspace{1cm} (11)

Probability of random variable $x$ falls between $\mu \pm 3\sigma$ is 0.9973 by above probability formula[10]. Therefore, using formula $\mu \pm 3\sigma$ to calculate distribution of liver weight range can cover most of the data and results are more accurately, as shown in Table II. It can be seen from Table II that rat’s liver weight distribution showed a gradual upward trend.

It needs to be regarded as a whole discrete observation data and turned into continuous function, in order to analyze these data dynamically, digging out more useful information from data, showing the deep regularity. Data fitting is the main method of data function. The approximate function obtained by fitting data which can better reflect observation data does not require that approximate function must be the same as the observation data at each observation point, but the overall error is smaller[11].

What follows is using RBF neural network method to fit the upper and lower limits of liver weight distribution and mean value of liver weight. Curve of error performance about liver weight mean value is shown in Figure III. Curve of error performance about liver weight distribution interval are also ideal and don’t list one by one because of limited space in this paper. It can get better fitting effect when the value of SPREAD is 20 after a series of analysis and comparison. Final fitting result is shown in Figure IV.
The relationship between male rats liver weight and body weight can be seen directly from Figure IV.

III. CONCLUSION

In this paper, used grey theory method to process the experimental male rats’ data of liver weight data, and then established mathematical model of male rats’ liver weight and body weight by using RBF neural network method to fit data in software R2011b MATLAB environment. Following conclusions can be obtained after the above analysis.

1) RBF neural network method is suitable for male rats’ liver weight data modeling. The obtained mathematical model is very accurate which have high degree of agreement with the original measurement data and it can be adjusted according to the actual needs.

2) A series of male rats’ liver weight interval distribution were completed and the results can be used to verify whether liver weight repeatability test data are accurate. It can provide reference for future research. In addition, it can cut down test expenses or cycle and decrease cost by reducing consumption of rats for measuring actual liver weight.

3) The fitting result curve can be used as a standard to verify whether the male rat’s liver is abnormal. Liver weight measured in actual medical experiment does not accord with this fitting result, that is, actual liver weight data are located outside the upper and lower bounds of the distribution interval. Then the liver weight may be abnormal and provide a theoretical basis for further disease detection.
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