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Abstract—The robust stabilization problem is investigated for a class of delta operator formulated Markovian jump systems with time-varying delays. The aim is to design a state feedback controller which can make the closed-loop system stochastic asymptotically stable in delta domain. A sufficient condition of the existence of such controllers is obtained by the linear matrix inequality approach and a design procedure of such controllers is presented. Furthermore, the proposed method can unify some previous related continuous and discrete systems into the framework on operator systems. A numerical example is provided to demonstrate availability and efficiency of the design method.
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I. INTRODUCTION

Goodwin constructed delta operator instead of traditional shift operator for sampling continuous systems in [1]. The proposed method can unify some previous related results of the continuous and discrete systems into the framework of the delta operator systems framework. A class of system in delta domain has been investigated in [2-4]. The problem of system instability when the sampling time is fast can be solved by using delta operator model [5]. It also has been shown better numerical properties by using delta operator than using shift operator at high sampling rate [6].

The Markovian jump systems have finite modes, which may jump from one to another at different times and between different modes. Over the past years, much attention has been focused on problems of robust control for uncertain standard space-state systems, refer to [8] and so on. Furthermore, there are also some papers considering the discrete systems with time-varying delay [9].

However, to the best of our knowledge, there have been few papers on delta operator state feedback controller design problem for Markovian jump delta operator system with norm-bounded parameter uncertainties and time-varying delays. This problem is important and challenging in both theory and practice, which motivated us for this study.

II. PROBLEM DESCRIPTION

Given a probability space \((\Omega, F, P)\), where \(\Omega\) is the sample space, \(F\) is the algebra of event and \(P\) is the probability measure defined on \(F\), \(\{\xi_i, t_i \geq 0\}\) is homogeneous, finite-state Markovian process with right continuous trajectories and taking values in a finite set \(S = \{1, 2, L, s\}\), with generator \(\lambda_s = (\lambda_s)\). The transition probability from mode \(i\) at time \(t_s\) to the mode \(j\) at time \(t_j\) is

\[
\Pr (\eta_{t_j} = j | \eta_{t_s} = i) = \begin{cases} \lambda_{ij}, & i \neq j \\ 1 + \lambda_{ii}, & i = j \end{cases}
\]

Where the transition probability rates satisfy \(0 \leq \lambda_{ij} \neq \lambda_{ii} \leq 1\) for \(i, j \in S\), \(i \neq j\) and \(\lambda_{ii} = -\sum_{j \neq i} \lambda_{ij}\). The Markov process transition rate matrix \(\Lambda_\delta\) is defined by

\[
\Lambda_\delta = \frac{\Lambda_s(T) - \Lambda_s(0)}{T - 0} = \begin{bmatrix} \lambda_{11} & \lambda_{12} & L & \lambda_{1s} \\ \lambda_{21} & \lambda_{22} & L & \lambda_{2s} \\ M & M & M & M \\ \lambda_{11} & \lambda_{12} & L & \lambda_{1s} \end{bmatrix}
\]

Where \(\Lambda_s\) is the Markovian process transition probability matrix in \(\eta\)-domain and \(\Lambda_\delta\) is the Markov process transition rate matrix in \(\delta\)-domain.

In this chapter, the following uncertain jump delta operator system with time-varying delays is considered:

\[
\dot{x}(t_i) = \left[ A(\eta_i) + \Delta A(\eta_i) + B(\eta_i)U(t_i) \right] + \Delta x(\eta_i) + \Delta x(t_i)
\]

(1)

Where \(x(t_i) \in \mathbb{R}^n\) is the state variable; \(U(t_i) \in \mathbb{R}^m\) is control input. The time-delay \(d(k) = nT\) is a time-varying function that satisfies \(0 \leq d_u \leq d(k) \leq d_u\) with \(\eta_s = n_u T\) and \(d_u = n_u T\), \(n_u\) and \(n_u\) are two known positive integers, from which we let \(n_u \leq n_u\). For notational simplicity, in the sequel, for \(\eta_i = i \in S\), we let

\[
A(\eta_i) = A_i, \Delta A(t_i) = A_i, B(\eta_i) = B_i, \Delta B_i(\eta_i) = A_i
\]

The norm-bounded parameter uncertainties \(\Delta A_i(t_i)\) and \(\Delta B_i(t_i)\) are time-varying matrices with appropriate dimension, which are defined as follow:
\[
\begin{align*}
[\Delta A(t_i) \Delta A_\nu(t_i)] &= D_F(t_i)[E_u, E_\nu] \\
F^T(t_i) F(t_i) &\leq I, \quad \forall t_i \geq 0
\end{align*}
\]

Where \(D_F, E_u\) and \(E_\nu\) are known constant real matrices with appropriate dimension, and \(F(t_i)\) is unknown time-varying matrix.

**Definition 1** A jump delta operator system is stochastic asymptotically stable in delta domain, if the following conditions hold:

(i) \(V(x(t_i)) \geq 0\), with equality if and only if \(x(t_i) = 0\);

(ii) \(\sigma V(x(t_i)) = \frac{1}{T} \left[ E[V(x(t_i + T)) - V(x(t_i))] \right] \),

where \(V(x(t_i))\) is a Lyapunov function in delta domain.

Before ending this section, the following lemmas will be recalled to prove our main results in the next section.

**Lemma 1** [9] For any constant positive semi-definite symmetric matrix \(W\), two positive integers \(r\) and \(r_i\) satisfying \(r \geq r_i \geq 1\), the following inequality holds

\[
\left( \sum_{i=r_i}^{r} x(i) \right)^T W \left( \sum_{i=r_i}^{r} x(i) \right) \leq (r-r_i+1) \sum_{i=r_i}^{r} x(i)^T W x(i)
\]

**Lemma 2** [10] For some given matrices \(\gamma, D, E, F\) of appropriate dimension and with \(\gamma\) symmetric, then

\[
\gamma + DF(t_i) E + E^T F^T(t_i) D^T < 0
\]

where \(F(t_i)\) is given as in (2), if and only if there exists a scalar \(\varepsilon > 0\) such that

\[
\gamma + \varepsilon DD^T + \varepsilon^{-1} E^T E < 0
\]

III. MAIN RESULTS

The following control law is employed to deal with the problem of stabilization via state feedback:

\[
u(t_i) = K(t_i) x(t_i)
\]

We denote \(K(t_i)\) by \(K\), where \(K(t_i)\) is the state feedback controller gain to be determined such that the closed-loop system is asymptotically stable for any \(d_u \leq d(k) \leq d_u\).

Consider system (1) associated with the control law (4), then the resulting closed-loop system can be expressed as follows:

\[
\begin{align*}
\dot{x}(t_i) &= (A(\eta_i) + \Delta A(\eta_i, t_i) + B(\eta_i) K_i)x(t_i) + \phi(t_i) + \psi(t_i) + \zeta(t_i) \\
&+ (A(\eta_i) + \Delta A(\eta_i, t_i))x(t_i-d(k))
\end{align*}
\]

In this section, we let \(A(\eta_i) = A(\eta_i) + B K_i\). An LMI approach is developed for designing the desired state feedback controller. The following theorem presents a delay-ranged-dependent result given in terms of LMIs.

**Theorem 1** Considering the uncertain closed-loop system (5), if there exist matrices \(X_0 > 0, X_1 > 0, Z_0 > 0, M_0 > 0, N_1 > 0, Y_1\), as well as a positive scalar \(\varepsilon\) such that the following LMI holds:

\[
\begin{bmatrix}
\Pi(1, 1) & \Pi(1, 2) & 0 & 0 \\
\Pi(2, 1) & A_0 X_0 & \frac{1}{d_u} N_1 & E_u^T \\
0 & * & -M_1 & 0 \\
0 & * & * & -Z_1 - \frac{1}{d_u} N_1 \\
0 & * & * & * & -\varepsilon I
\end{bmatrix} < 0
\]

with

\[
\begin{align*}
\Pi(1, 1) &= T^r \sum_{j=1}^{r} A_0 X_0 + (T-2) X_1 + d_u N_1 + \varepsilon D^T D \\
\Pi(1, 2) &= T^r \sum_{j=1}^{r} A_0 X_0 + (A_0 X_1 + B Y_1) + \varepsilon D^T D \\
\Pi(2, 1) &= T \sum_{j=1}^{r} A_0 X_0 + (A_0 X_1 + B Y_1)^T + (A_0 X_1 + B Y_1) \\
&+ (d_u - d_u + T+1) M_1 + Z_1 - \frac{1}{d_u} N_1 + \varepsilon D^T D
\end{align*}
\]

**Proof** Construct the Lyapunov-Krasovskii functional in delta domain as follows:

\[
V(x(t_i)) = V_1(t_i) + V_2(t_i) + V_3(t_i) + V_4(t_i) + V_5(t_i)
\]

with

\[
\begin{align*}
V_1(t_i) &= x^T(t_i) P(t_i) x(t_i) \\
V_2(t_i) &= T^r \sum_{i=1}^{r} x^T(t_i - iT) Q x(t_i - iT) \\
V_3(t_i) &= T^r \sum_{i=1}^{r} x^T(t_i - iT) S x(t_i - iT) \\
V_4(t_i) &= T \sum_{i=1}^{r} \sum_{j=1}^{1} x^T(t_i - jT) Q x(t_i - jT) \\
V_5(t_i) &= \sum_{i=1}^{r} \sum_{j=1}^{1} e^T(t_i - jT) Re(t_i - jT)
\end{align*}
\]

where \(e(j) = x(j) - x(j + T)\), so there exist \(\delta x(j) = -\frac{e(j)}{T} \) and \(e(t - iT) = x(t - iT) - x(t - (i-1)T)\). The delta operator of
the stochastic process \( \{x(t_i), \eta_i, t_i \geq 0\} \), acting on \( V(x, t, \eta) \) at the point \( \{x, t, \eta = i\} \) can be expressed as follows:

\[
\sigma(V(t_i)) = \frac{E[V(t_i + T)] - V(t_i)}{T}
\]

(7)

Let the mode at the time \( t_i \) be \( i \), that is \( \eta_i = i \). Recall that at the time \( t_i + T \), the system may jump to any mode \( \eta_{i'+j} = j \). By letting \( E(P_j) = T \sum \lambda_j P_j + P_j \) and taking the stochastic delta operator manipulation of along the trajectory of system (5) we can obtain:

\[
\sigma V(t_i) = \frac{1}{T} \left[ \sum_{j=1}^n \lambda_j \sigma x(t_i) P_j x(t_i) \right] - \sigma x(t_i) \int x(t_i + T) - x(t_i) P_j x(t_i)
\]

\[
= \sum_{j=1}^n \lambda_j x(t_i) P_j x(t_i) + T \sum_{j=1}^n \lambda_j x(t_i) P_j \sigma x(t_i)
\]

\[
+ \sum_{j=1}^n x(t_i) P_j x(t_i) + T \delta(\sigma x(t_i)) P_j \delta x(t_i)
\]

\[
+ \delta x(t_i) P_j x(t_i) + x(t_i) P_j \delta x(t_i)
\]

(8)

Taking the stochastic delta operator manipulation of \( V_j(t_i) \), \( V_j(t_i) \) and \( V_j(t_i) \), it can be obtained that

\[
\sigma V_j(t_i) = \frac{1}{T} \left[ \sum_{j=1}^n x(t_i - (j-1)T) Q_j x(t_i - (j-1)T) \right]
\]

\[
- \sum_{j=1}^n x(t_i - jT) Q_j x(t_i - jT)
\]

\[
\leq \sum_{j=1}^n x(t_i - jT) Q_j x(t_i - jT)
\]

\[
+ \sum_{j=1}^n x(t_i - jT) Q_j x(t_i - jT)
\]

(9)

Finally, it follows from (7)-(13) that

\[
\sigma V(t_i) < \xi^2(t_i) \Pi \xi(t_i) < 0
\]

(14)

where

\[
\xi^2(t_i) = \left[ \delta x(t_i) x(t_i) x(t_i - d(k)) x(t_i - d(k)) \right]
\]

\[
\Pi = \begin{bmatrix}
\Pi_{1,1} & \Pi_{1,2} & P_{A_x}(t_i) & 0 \\
* & \Pi_{2,2} & P_{A_x}(t_i) & 1 - R \\
* & * & Q & 0 \\
* & * & -S & 1 - R
\end{bmatrix}
\]

where
\[ \Pi_1(1,1) = T^* \sum_{j=1}^{2} \lambda_j P_j + (T - 2) P + d_u R \]
\[ \Pi_1(1,2) = T^* \sum_{j=1}^{2} \lambda_j P_j + P A_k(t_1) \]
\[ \Pi_1(2,2) = \sum_{j=1}^{2} \lambda_j P_j + A_k'(t_1) P_j + P A_k(t_1) + (d_u - d_a + T + 1) Q + S - \frac{1}{d_u} R \]

From (2) and (14), we get that
\[ \Pi_i = \gamma_i + \eta_i F(t_i) \zeta_i + \xi_i^T F^T(t_i) \eta_i < 0 \]

Where
\[
\gamma_i = \begin{bmatrix}
\gamma_i(1,1) & 0 & \ldots & \ldots & 0 \\
0 & \gamma_i(1,2) & \ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \ldots & \gamma_i(2,2)
\end{bmatrix}
\]
\[ \eta_i = [D_1^T P \quad D_2^T P \ 0 \ 0]^T \quad \zeta_i = [0 \ E_u \ E_u \ 0] \]

with
\[
\gamma_i(1,1) = T^* \sum_{j=1}^{2} \lambda_j P_j + (T - 2) P + d_u R \\
\gamma_i(1,2) = T^* \sum_{j=1}^{2} \lambda_j P_j + P (A + B K) \\
\gamma_i(2,2) = \sum_{j=1}^{2} \lambda_j P_j + (A + B K)' P_j + P (A + B K) \\
+ (d_u - d_a + T + 1) Q + S - \frac{1}{d_u} R
\]

By Lemma 2, there exists a scalar \( \varepsilon_i > 0 \) such that the (15) equal to the following inequality
\[ \Pi_i = \gamma_i + \eta_i \eta_i^T + \xi_i^T \xi_i < 0 \]

Using Schur’s complement, \( \Pi_i < 0 \) can be changed to \( \Pi_2 < 0 \), where
\[
\Pi_2 = \begin{bmatrix}
\Pi_2(1,1) & \Pi_2(1,2) & 0 & 0 \\
\Pi_2(1,2) & \Pi_2(2,2) & P A_0 & \frac{1}{d_u} R \ E_u \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

with
\[
\Pi_2(1,1) = T^* \sum_{j=1}^{2} \lambda_j P_j + (T - 2) P + d_u R + \varepsilon_i P D_1 D_1^T P_i \\
\Pi_2(1,2) = T^* \sum_{j=1}^{2} \lambda_j P_j + P (A + B K) + \varepsilon_i P D_1 D_1^T P_i \\
\Pi_2(2,2) = \sum_{j=1}^{2} \lambda_j P_j + (A + B K)' P_j + P (A + B K) \\
+ (d_u - d_a + T + 1) Q + S - \frac{1}{d_u} R + \varepsilon_i P D_1 D_1^T P_i
\]

Then pre- and post-multiplying two sides of \( \Pi_2 < 0 \) by \( \text{diag} \{ P_i^{-1} \quad P_i^{-1} \quad P_i^{-1}\} \), respectively, and letting
\[ X_i = P_i^{-1} P_i^{-1}, \ Y_i = K_i X_i = K P_i^{-1}, \ Z_i = P_i^{-1} S P_i^{-1}, \]

the inequality \( \Pi_i < 0 \), is inequality to \( \Pi_i < 0 \).

From Definition 1, it can easily concluded that the delta operator system (1) with \( u(t_i) = K X(t_i) \) is stochastic asymptotically stable if (6) holds.

**IV. IV. NUMERICAL EXAMPLE**

The time-varying delayed delta operator system (1) with \( i = 1, 2 \) is considered. The parameters are described by
\[
A_i = \begin{bmatrix}
-2 & 4 \\
1 & -5
\end{bmatrix}, \quad A_k = \begin{bmatrix}
0.2 & 0.1 \\
0.2 & -0.3
\end{bmatrix}, \quad D_i = \begin{bmatrix}
0.1 & 0 \quad 0.1 & 0
\end{bmatrix}, \quad B_i = \begin{bmatrix}
0.2 \quad 0.2
\end{bmatrix}
\]
\[
E_{ii} = \begin{bmatrix}
0.04 & 0.02 \\
0.02 & 0.03 & 0.02
\end{bmatrix}, \quad E_{ii} = \begin{bmatrix}
0.15 & 0.15 & 0.15 & 0.15
\end{bmatrix}, \quad \Lambda = \begin{bmatrix}
0.2 & 0.2 \quad 0.4 & 0.4
\end{bmatrix}
\]

In order to design a state feedback controller for delta operator system (4), we first choose \( d_a = 0.1 \), and \( d_u = 0.2 \), \( T = 0.1 \). Then, using Matlab LMI Control Toolbox to solve the LMIs in (6), the solution is obtained as follows:
\[
X_{ii} = \begin{bmatrix}
112.3335 & 9.6267 \\
9.6267 & 137.3710
\end{bmatrix}, \quad X_{ii} = \begin{bmatrix}
91.8778 & -6.4316 \\
-6.4316 & 80.5278
\end{bmatrix}
\]
\[
X_i = \begin{bmatrix}
106.3393 & 24.9094 \\
24.9094 & 115.5336
\end{bmatrix}, \quad X_i = \begin{bmatrix}
235.4631 & 78.8282
\end{bmatrix}
\]
\[
Z_i = \begin{bmatrix}
79.8792 & 11.4970 \\
11.4970 & 61.9896
\end{bmatrix}, \quad M_i = \begin{bmatrix}
96.2829 & 15.7631 \\
15.7631 & 67.6810
\end{bmatrix}
\]
\[
N_i = \begin{bmatrix}
14.8401 & 1.7083 \\
1.7083 & 11.0335
\end{bmatrix}, \quad \varepsilon_i = 84.7635
\]
\[
K_i = \begin{bmatrix}
-27.6987 & 127.6996
\end{bmatrix}, \quad X_{ii} = \begin{bmatrix}
1.1682 & 0.0806 \\
0.0806 & 1.2283
\end{bmatrix}
\]
\[
X_{ii} = \begin{bmatrix}
3.5684 & -0.6033 \\
-0.6033 & 3.1234
\end{bmatrix}, \quad Z_i = \begin{bmatrix}
0.3146 & 0.2474 \\
0.2474 & 0.4303
\end{bmatrix}
\]
\[
M_i = \begin{bmatrix}
0.6760 & 0.6862 \\
0.6862 & 1.6950
\end{bmatrix}, \quad N_i = \begin{bmatrix}
0.1267 & 0.1085 \\
0.1085 & 0.1879
\end{bmatrix}
\]
\[
Y_1 = \begin{bmatrix} -0.1525 & 1.5228 \end{bmatrix}, \quad Z_1 = \begin{bmatrix} 0.7271 & 0.5026 \\ 0.5026 & 1.0724 \end{bmatrix}, \\
\varepsilon_2 = 0.1181, \quad K_2 = \begin{bmatrix} -5.9623 & 6.9669 \end{bmatrix}
\]

V. CONCLUSION

In this paper, a solution to the robust stabilization controllers design problem for a class of Markovian jump delta operator systems is revealed. A numerical example shows the availability of the design method.
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