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Abstract—We present a method for verifying the contact stress of elastic bodies. An explicit formulation of the total contact force, a fraction function with the numerator as a linear function and the denominator as a quadratic convex function, is derived by using the surrogate model of quadratic optimization for the contact problem. Then a bound formulation is obtained for the sum of the nodal contact forces, which is an explicit formulation of matrices of the finite element model, derived by maximizing the fraction function under the constraint that the sum of the normalized nodal contact forces is one. The bound is solved with the problem dimensions being only the number of contact nodes or node pairs, which are much smaller than the dimension for the original problem. Next, a scheme for constructing an upper bound on the contact stress with the information provided by the normalized nodal contact forces solved with a coarse mesh. Finally, the proposed method is verified through an example to demonstrate its feasibility and robustness.
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I. INTRODUCTION

Based on the principle of minimum potential energy, an elastic contact problem is essentially an optimization problem with the contact condition as a constraint. In the Karush-Kuhn-Tucker (KKT) conditions for these optimization problems, the Lagrange multipliers that represent the nodal forces are in an unbounded positive space. It is fortunate that when aggregating the constraints with a so-called surrogate constraint [1,2], we obtain an explicit formulation of the sum of the nodal contact forces, and the variable — the normalized nodal contact force — is only constrained in a bounded simplex. Therefore, it is possible to find an upper bound on the sum of nodal contact forces, and when this is done, we can obtain a bound on the contact stress with the information provided by the normalized nodal contact forces solved with a coarse mesh.

For construction of the bounded feasible region, we have to solve an optimization problem with an objective being a fraction function. We first prove that the objective is pseudo concave in a neighborhood of the optimum, and then, with a suitable initial solution, optimization methods can be used to solve the fractional programming problem to obtain the optimum value. In this paper, we construct a bound that is explicitly formulated in terms of matrices regarding the finite element model, by maximizing the fraction function with a larger constraint field.

II. A SURROGATE OPTIMIZATION MODEL OF THE CONTACT PROBLEM

A surrogate duality for optimization was proposed by [1,2] for solving a zero-one programming problem. The authors used a single constraint that is a positive linear combination of the original constraints in place of those constraints to form a surrogate optimization problem, and then provided a surrogate duality problem for the primal optimization problem. Analogous to Glover’s idea for solving a zero-one programming problem, the surrogate constraint problem for the primal problem has the form

\[
\min \{\pi(u): e^T \lambda(Au - g) \leq 0\}
\]

where \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m)^T\) is a vector composed of the nonnegative weights, termed surrogate multipliers, which may be normalized without loss of generality by requiring that

\[
e^T \lambda = 1
\]

We use

\[\Delta = \{\lambda \in \mathbb{R}^m | e^T \lambda = 1, \lambda \geq 0\}\]

which is the minimum value of \(\pi(u)\) at the solution point of problem (1) for fixed \(u\), which of course satisfies the normality condition (2). Then the surrogate dual problem is:

\[
\max \{s(\lambda): \lambda \in \Delta\}
\]

It can be seen that the constraint of problem (1) is very simple, and for a continuous smooth convex optimization problem, there is no gap between the primal problem (1) and the dual problem (4) [2].

For surrogate constraint problem (3), the Lagrangian function is

\[
L(u, \lambda, \alpha, \beta, \gamma) = \pi(u) + \alpha^T(Au - g) + \beta (e^T \lambda - 1) + \gamma^T \lambda
\]

where \(\alpha, \beta, \) and \(\gamma\) are Lagrange multipliers. The saddle point conditions with respect to \(u, \alpha, \) and \(\lambda\) are respectively

\[
\nabla_uL(u, \lambda, \alpha, \beta, \gamma) = Ku - p + \alpha A^T \lambda = 0
\]

\[
\nabla_\lambda L(u, \lambda, \alpha, \beta, \gamma) = \alpha(Au - g) + \beta e + \gamma = 0
\]

and the complementary conditions are as follows:

\[
\alpha^T(Au - g) = 0
\]
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\[ \beta(e^T\lambda - 1) = 0 \quad (9) \]
\[ y^T\lambda = 0 \quad (10) \]

It is interesting that if we dot multiply \( \lambda \) with both sides of equation (4) and with equations (7), (8), and (9), we find that \( \beta \) is zero. That means that the constraint \( e^T\lambda - 1 \) does not influence the optimum solution for primal problem (1). This is an alternative way to prove there is no gap between problem (1) and problem (3), and therefore no gap between problem (1) and problem (4).

Now we derive the relationships of \( u \), \( \lambda \), and \( \alpha \) from stationary condition (6) and complementary condition (7).

Using condition (6), we obtain \( u \) with respect to \( \lambda \) and \( \alpha \):

\[ u = K^{-1}(p - \alpha A^T\lambda) \quad (11) \]

Turning to condition (7), there are two possibilities for \( \alpha \):

Either \( \alpha = 0 \) or \( \alpha \neq 0 \). If \( \alpha = 0 \), then it might be that \( \lambda^T(Au - g) \leq 0 \), which means that the unconstrained minimum of the surrogate constraint problem (3)

\[ u^0 = \arg \min \pi(u) \quad (12) \]

is the solution, and it is the solution of the elastic problem without considering contact. If \( \alpha \neq 0 \), then it must be the case that

\[ \lambda^T(Au - g) = 0 \quad (13) \]

Before finding the equation for \( \alpha \), let us give a property of the kinematic transformation matrix \( A \) with the following lemma.

**Lemma**

The kinematic transformation matrix \( A \) is full row rank.

**Proof**:

For simplicity, we only use two dimensional problems to prove the lemma. Referring to Figure 1, the nonpenetration condition for node pair \( i \rightarrow i' \) is

\[ -u^i_x \cos \theta - u^i_y \sin \theta + u_{i'}^y \cos \theta + u_{i'}^y \sin \theta \leq g_i \quad (14) \]

and therefore the row of kinematics transformation matrix \( A \) corresponding to the above constraint is

\[
\begin{array}{ccccccc}
2i-1 & 2i & 2i' - 1 & 2i' & 0 & 0 & 0
\end{array}
\]

\[ 0 \cdots 0 \cos \theta - \sin \theta 0 \cdots 0 \cos \theta \sin \theta 0 \cdots 0 \ (15) \]

There are nonzero terms at columns \( 2i - 1, 2i, 2i' - 1, \) and \( 2i' \) for this row vector, while for all other row vectors of matrix \( A \), the terms at columns \( 2i - 1, 2i, 2i' - 1, \) and \( 2i' \) are all zeros. This is true for every row of matrix \( A \), which leads to the conclusion that matrix \( A \) is full row rank. \( \square \)

Combining (12) with (11), we have

\[ \alpha = \frac{t^T\lambda}{\lambda^TB\alpha} \quad (16) \]

where \( d = AK^{-1}p - g \) and \( B = AK^{-1}A^T \). Matrix \( K^{-1} \) is positive definite and \( A \) is full row rank, so \( \lambda^TAK^{-1}A^T\lambda > 0 \) for all \( \lambda \in \Delta \).

**FIGURE I. AN ILLUSTRATION OF A CONTACT NODE PAIR**

The primal problem is the principle of minimum total potential energy under the constraint of contact displacement, and its Lagrangian function is

\[ L(u, \xi) = \pi(u) + \xi^T(Au - g) \quad (17) \]

where \( \xi \) is the vector of Lagrange multipliers; the physical meaning of \( \xi \) is the vector of nodal contact forces on the potential contact nodes. Comparing the two Lagrangian functions (18) and (30), we can see that the product of the Lagrange multiplier \( \alpha \) and surrogate multiplier \( \lambda \) is actually the Lagrange multiplier \( \xi \), that is,

\[ \omega \xi = \xi \quad (18) \]

and as \( e^T\lambda = 1 \), we obtain

\[ \alpha = e^T\xi \quad (19) \]

and

\[ \lambda = \frac{1}{e^T\xi} \quad (20) \]

Therefore, we have the following theorem.

**Theorem 1**

The Lagrange multiplier \( \alpha \) of the surrogate dual problem is the sum of the nodal contact forces, and the surrogate multipliers \( \lambda \) are the normalized nodal contact forces.

From equation (29), we can see that \( \alpha \) is a fractional function with a linear function of \( \lambda \) as the numerator and a quadratic function of \( \lambda \) as the denominator. As stated above, matrix \( B \) is positive definite, so the denominator is always greater than zero. For the numerator \( d^T\lambda \), as \( d = AK^{-1}p - g = Au^0 - g \), there will be three cases of the contact state. The first is that the unconstrained minimum \( u^0 \) satisfies all constraints \( Au - g \leq 0 \), that is, \( d \leq 0 \). In this case there is no contact, so we will ignore this case. The second is that \( d > 0 \), which means that the unconstrained minimum violates all constraints. The third is that some components of \( d \) are less than or equal to zero, and the rest are greater than zero. This third case is the general case, and as defining fewer potential contact nodes than the actual number of contact nodes will lead to incorrect solutions, we choose a number of potential contact nodes that is greater than the actual number to guarantee the correctness of the solution.
Let us use $\lambda^*$ to denote the solution of the KKT conditions; it is the vector of normalized nodal contact forces computed by the finite element method. As $\alpha$ is a function of $\lambda$, we can also use $\alpha(\lambda)$ to express $\alpha$ in equation (29), and because $\lambda^* \in \Delta$, it follows that is an upper bound on the sum of nodal contact forces, that is,

$$\alpha^* = \arg \max \{ \alpha(\lambda); \lambda \in \Delta \}$$  \hspace{1cm} (21)

$$\frac{d^T\lambda}{\lambda^T B\lambda} \leq \alpha^*$$  \hspace{1cm} (22)

Now let us present some properties of $\alpha(\lambda)$.

Theorem 2 There are no stationary points for $\alpha(\lambda)$ in $\Delta$.

Proof: The derivative of $\alpha(\lambda)$ is

$$\nabla_{\lambda} \alpha(\lambda) = \frac{d^T\lambda B\lambda - 2d^T\lambda B\lambda}{(\lambda^T B\lambda)^2}$$  \hspace{1cm} (23)

If we can show there is no $\lambda$ in $\Delta$ to make the numerator of $\alpha(\lambda)$ vanish, then we will have the proof of the lemma. Suppose that $\alpha(\lambda)$ is equal to zero, that is, the numerator is zero: $d \cdot \eta B\lambda - 2d \cdot B\lambda = 0$. Then, dot-multiplying both sides with $\lambda$, we obtain $d^T\lambda = 0$. This cannot be the case, because $d^T\lambda = 0$ means the unconstrained minimum solution satisfies (does not violate) the constraints, so no contact occurs, but we have already eliminated this case. Therefore, $\nabla_{\lambda} \alpha(\lambda)$ cannot be zero for $\lambda$ in $\Delta$, and the optimal solution must then be on the boundary of $\Delta$.

From the viewpoint of the geometry of $\Delta$, when one component of $\lambda$ is zero, $\lambda$ is on the boundary of $\Delta$. From Lemma 2 and Lemma 3, we know that the maximum $\alpha^*$ should be on the boundary of $\Delta$, and the solution $\lambda^*$ is also on the boundary of $\Delta$, because we set the number of potential contact nodes to be greater than the actual number of contact nodes. So there must be components of $\lambda^*$ that are zeros.

III. METHODS FOR SOLVING THE UPPER BOUNDS

One possible method for solving the fractional programming problem (34) is through simplicity optimization by subdivision of the simplex and using the branch and bound algorithm to find the maximum [3,4,5]. Now let us construct another bound. We introduce two optimization problems:

$$s(\tilde{\eta}) = \max \{ d^T\lambda - \tilde{\eta} B\lambda; e^T\lambda = 1 \}$$  \hspace{1cm} (24)

and

$$\bar{\alpha} = \arg \max \{ \alpha(\lambda); e^T\lambda = 1 \}$$  \hspace{1cm} (25)

These two problems are equivalent according to the properties listed above, and the feasible region is larger than that of problems (34) and (45). Thus we have

$$\tilde{\eta} = \bar{\alpha} \geq \alpha^*$$  \hspace{1cm} (26)

Therefore, if we can solve $\tilde{\eta}$, then an upper bound on $\alpha^*$ has been found, and it is surely an upper bound on the sum of the nodal contact forces. Let us first write out the Lagrangian function for problem (50) as

$$L(\lambda, \gamma) = d^T\lambda - \tilde{\eta} B\lambda + \gamma (e^T\lambda - 1)$$  \hspace{1cm} (27)

where $\gamma$ is the Lagrange multiplier. The stationary condition with respect to $\lambda$ is

$$d - 2\eta B\lambda + \gamma e = 0$$  \hspace{1cm} (28)

so we have

$$\lambda = \frac{1}{2\eta} B^{-1}(d + \gamma e)$$  \hspace{1cm} (29)

Substituting this into the constraint condition $e^T\lambda = 1$, we obtain

$$\gamma = \frac{1}{e^T B^{-1} e} (e^T B^{-1} d - 2\eta)$$  \hspace{1cm} (30)

and substituting this into (55), $\lambda$ is then expressed as a function of $\tilde{\eta}$:

$$\lambda = \frac{1}{2\eta} \left( B^{-1} d - \frac{e^T B^{-1} d}{e^T B^{-1} e} B^{-1} e \right) + \frac{1}{e^T B^{-1} e} B^{-1} e$$  \hspace{1cm} (31)

This is a general formulation for $\lambda$ that satisfies the constraint $e^T\lambda = 1$. Through adjusting $\tilde{\eta}$ we can make each component of $\lambda$ greater than or equal to zero, that is, we can make it satisfy the constraint $\Delta$ — but this may conflict with the condition that the objective should be zero, that is, $d^T\lambda - \tilde{\eta} B\lambda = 0$; so in this case we cannot guarantee that $\lambda \in \Delta$, but we can guarantee that $\tilde{\eta}$ is an upper bound on $\alpha^*$ if $\tilde{\eta}$ satisfies $d^T\lambda - \tilde{\eta} B\lambda = 0$.

Therefore, substituting $\lambda$ into the objective, we make it zero, and with some manipulation, we obtain the following equation for $\tilde{\eta}$:

$$\tilde{\eta}^2 - e^T B^{-1} d \eta + \frac{1}{4} ((e^T B^{-1} d)^2 - e^T B^{-1} e \cdot d^T B^{-1} d) = 0$$  \hspace{1cm} (32)

Solving the equation, we have

$$\tilde{\eta} = \frac{1}{2} \left( e^T B^{-1} d \pm \sqrt{e^T B^{-1} e \cdot d^T B^{-1} d} \right)$$  \hspace{1cm} (33)

According to the Cauchy-Schwarz inequality, $e^T B^{-1} d \leq \sqrt{e^T B^{-1} e \cdot d^T B^{-1} d}$, so the minus sign in the above equation can be omitted because $\tilde{\eta}$ should be greater than zero, giving us

$$\tilde{\eta} = \frac{1}{2} \left( e^T B^{-1} d + \sqrt{e^T B^{-1} e \cdot d^T B^{-1} d} \right)$$  \hspace{1cm} (34)

This is referred to as Bound2 in the illustration examples that follow.

Once the bound on the sum of the nodal contact forces has been produced, it can be used to provide an upper bound on the maximal contact stress on the fine finite element meshes.
One approach for doing this is to use the obtained bound on the fine meshes, and \(\lambda\) on the coarse mesh. \(\lambda\) represents the normalized contact forces, giving the distribution of the contact forces on the coarse mesh. We then use BOUND for the total contact forces, and multiply it by \(\lambda\) to find the maximal contact force from all contact nodes of the coarse mesh, that is,

\[
\max_i \frac{\lambda_i}{s_i} \text{BOUND}
\]

where \(s_i\) is the area on which \(\lambda_i\) acts. We can certainly use \(\lambda\) on the fine meshes to calculate the above solution, but this would be computationally expensive, so \(\lambda\) with the inexpensive computation on the coarse mesh is enough for providing the bounds on the maximal contact stress. Since \(\lambda\) is only a normalized solution of contact forces, it only represents a distribution of the contact forces.

IV. ILLUSTRATION EXAMPLES

In this section, we examine some examples to verify the correctness and efficiency of the methods proposed in the previous sections for calculating the two bounds. The examples involve the nodal forces produced from the contact between an elastic body and a rigid foundation and the contact between two elastic bodies, and one example also involves friction between an elastic body and a rigid foundation.

Example: An elastic slab in a state of plane strain is fixed at two ends and pressed on a foundation as shown in Figure 3. The Young’s modulus of the elastic body is \(E = 2900\text{N/cm}^2\), the Poisson’s ratio is \(\nu = 0.4\), and the pressure is \(p = 10\text{N/cm}^2\). The dimensions of the structure in centimeters are shown in the figure. There is a gap between the elastic body and the foundation. In this example, we will consider two different gaps in two cases of the foundation to compute the bounds: one is a rigid foundation and the other is an elastic foundation. Due to symmetry, only the left half of the structure is used to construct the finite element model.

We set the length of the potential contact edge to 5, half the length of the foundation. Figure 4 shows the finite element mesh and 11 potential contact node pairs arranged on the potential contact edges. For illustrating the bounds on the sum of nodal contact forces, we use different meshes with smaller mesh sizes than the coarse mesh shown in Figure 3, namely, \(H/2, H/4, H/8,\) and \(H/16\). Tables 1 and 2 give the results of the two bounds and the sum of the nodal contact forces with respect to the different mesh sizes in the cases of a rigid foundation and an elastic foundation, respectively, with the gap being 0.1.

V. CONCLUSIONS

In this paper, we provide a practical upper bound on the contact stress in contact problems. The bound is explicitly formulated, obtained by maximizing the objective of nodal contact forces with a larger feasible region. An example is provided to show that the method can provide an upper bound on the contact stress calculated by a finite element method on very fine meshes. More detailed content can be found in one author’s paper to be published in Computational Mechanics.