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Abstract. Detecting the boundary of each cluster in a data set is a tough problem for many existed boundary detecting algorithms. In order to solve that problem, a clustering boundary detecting algorithm based on DBSCAN named BDAEC(Boundary Detecting Algorithm for Each Cluster based on DBSCAN: BDAEC) is proposed. Firstly, according to the core point percent and the density value of each data object, all the core points are extracted by this algorithm from the data set. Then, many connected undirected graphs will be constituted by these core points. And the cluster numbers of the data set can be known by those connected undirected graphs for each one of them represents a cluster. Finally, Eps field will be diveded into two fields: the positive field and the negative field. And the boundary of each cluster or the whole data set can be detected by the distribution characteristics of the data objects which are located in the positive field and negative field of the given data object. The experimental results on many data sets with noise show that BDAEC algorithm can obtain the numbers and the boundaries of the clusters with different size or shapes effectively.

1 Introduction

Advances in information technologies have led to the continual collection and rapid accumulation of data in repositories. Patterns, like cluster[1], classification[2] and outlier analysis[3], are used to find the interesting models from the repositories to help us extract the useful information. Besides, boundary detection[4] is also an emerging pattern which has quickly developed during these years. Boundary detection aims at finding the boundary objects which are located in the edge of the clusters[5]. Compared with the other objects in a cluster, boundary objects have their unique features. For example, the boundary of the patients with benign tumor may means the patients who are easily developed into malignant tumor in the field of medicine. Searching and finding those patients will contribute to the early prevention and diagnosis of malignant tumors.

Now days, methods, like BORDER[6], BERGE[7], have been proposed in the field of boundary detection. BORDER algorithm can receive a preferable result on the data set without noise compared with the data set with noises. On the noisy data set, BORDER will see all the noisy objects as the boundary objects. That is to say: BORDER can not avoid the interfere of the noisy objects. BERGE algorithm can apply to the data sets with noises or without noise, and it will get good results.

Although BORDER and BOUND algorithms can obtain the whole boundary of the data set effectively, they cannot get the boundary of each cluster in the data set. In order to extract the boundary of each cluster in a data set, we propose a clustering boundary detecting algorithm based on DBSCAN[8] to solve this problem.

DBSCAN algorithm is proposed as a clustering method. It brought us the concept of boundary points. It mentions that boundary points which belong to non-core points are located in the Eps-field of core points. Although it is proposed as a clustering method, it can get the boundary of each cluster in a data set through cluster division and boundary points identification. DBSCAN algorithm still has some deficiencies in the field of boundary detection. First, parameter Eps from DBSCAN is used to control the point density, cluster numbers and the thickness of a cluster’s boundary. So Eps is hard to take a appropriate value to satisfy them all. Second, it can not control the thickness of the cluster’s boundary flexibly. Third, boundary points are recognized by the point’s density, this will lead to the
points which are located in the inner cluster to be recognized as the boundary points. Been noticed of those, we have improved DBSCAN. And on the basis of DBSCAN, we proposed BDAEC to extract the boundary of each cluster.

The paper is organized as follows: Section 2 introduces BDAEC algorithm in detail. Section 3 compares BDAEC algorithm with other boundary detection algorithms to validate the validity of BDAEC algorithm. Section 4 time complexity analysis of BDAEC algorithm. Section 5 parameter discussion of BDAEC algorithm. Section 6 concludes the paper.

2 BDAEC Algorithm

First of all, we introduce the definition of BDAEC algorithm.

**Definition 1 Point Density:** Given a data set \( D \), distance metric \( M \), \( \forall p \in D \), \( p \)’s point density, denoted as \( \text{den}(p) \), is the number of objects which located in the Eps-field of \( p \).

\[
\text{den}(p) = |N_{\text{eps}}(p)|
\]

(1)

\( p \)'s Eps-field denotes as \( N_{\text{eps}}(p) \). \( |N_{\text{eps}}(p)| \) means the number of objects in \( p \)'s Eps-field. Here the distance metric \( M \) is Euclidean Distance\(^9\).

The average point density of the data set is calculated in this way:

\[
\text{ave}_\text{den} = \frac{1}{n} \sum_{i=1}^{n} \text{den}(p_i)
\]

(2)

\( n \) is the objects number in the data set, \( p_i \) is the \( i \)-th object.

**Definition 2 Core Points Set:** The objects in the data set who’s point density is bigger than \( cp \ast \text{ave}_\text{den} \). Core Point Set is denoted as \( \text{core}_\text{pts} \).

\[
\text{core}_\text{pts} = \{ p \in D \mid \text{den}(p) \geq cp \ast \text{ave}_\text{den} \}
\]

(3)

\( cp \) represents core point percent. It is used to control the number of core points, and \( cp \in [0,1] \).

**Definition 3 Mutual Connected:** \( \forall p, q \in D \), if \( \text{dist}(p,q) \leq \text{con}_\text{dist} \), then point \( p \) and point \( q \) are Mutual Connect. Here \( \text{con}_\text{dist} \) is connected radius. It is the \( \omega \) time of \( \text{Eps} \). And \( \text{con}_\text{dist} \) is calculated as follows:

\[
\text{con}_\text{dist} = \omega \ast \text{Eps}
\]

(4)

Here, \( \omega \) is denoted as connected degree, and \( \omega \in (0,1] \)

**Definition 4 Candidate Points Set:** Candidate Point Sets is consisted of core points set and non-core points set. Candidate Point Sets is denoted as \( \text{cdt}_\text{pts} \).

Non-core Points Set: objects in the data set which is Mutual Connected with any core point. Non-core Points Set is denoted as \( \text{ncp}_\text{pts} \).

\[
\text{ncp}_\text{pts} = \{ q \in D \mid \text{dist}(p,q) \leq \text{con}_\text{dist} \}
\]

(5)

And \( p \in \text{core}_\text{pts}; q \notin \text{core}_\text{pts} \).

\[
\text{cdt}_\text{pts} = \text{core}_\text{pts} \cup \text{ncp}_\text{pts}
\]

(6)

**Definition 5 Maximum Density Point:** \( \forall p \in \text{cdt}_\text{pts} \), \( p \)'s Maximum Density Point is the object which belongs to \( N_{\text{eps}}(p) \) and its Point Density is bigger than any objects else in \( p \)'s \( N_{\text{eps}}(p) \).

**Definition 6 Positive Field\(^{[10]} \) and Negative Field\(^{[10]} \):** \( q \) is \( p \)'s Maximum Density Point, for \( \forall r \in N_{\text{eps}}(p) \setminus r \neq p \), \( p \)'s Positive Field, denotes as \( P_{\text{eps}}(p) \), is defined as follows:

\[
P_{\text{eps}}(p) = \{ r \mid 0 \leq \text{cos}(pq,pr) \leq 1, r \in \text{cdt}_\text{pts} \}
\]

(7)

\( p \)'s Negative Field, denotes as \( N_{\text{eps}}(p) \), is defined as follows:

\[
F_{\text{eps}}(p) = \{ r \mid -1 \leq \text{cos}(pq,pr) < 0, r \in \text{cdt}_\text{pts} \} \cup \{ p \}
\]

(8)

**Definition 7 Border Degree:** Border Degree represents an object’s degree of been a boundary point. \( \forall p \in \text{cdt}_\text{pts} \), \( p \)'s border degree, denoted as \( BD(p) \), is defined as follows:

\[
BD(p) = \frac{|P_{\text{eps}}(p)|}{|F_{\text{eps}}(p)|}
\]

(9)

And \( |P_{\text{eps}}(p)| \) or \( |F_{\text{eps}}(p)| \) represents the number of objects in \( p \)'s Positive Field or Negative Field.

**Definition 8 Border:** the boundary of the whole data set.

\[
\text{Border} = \text{bor}(C_1) \cup \text{bor}(C_2) \cup \ldots \cup \text{bor}(C_k)
\]

(10)

\( k \) represents the number of the clusters in a data set. \( C_i \) is the \( i \)-th cluster. \( \text{bor}(C_i) \) represents the boundary set of the \( i \)-th cluster. Each object from the cluster \( C_i \) has its border degree value. \( \text{bor}(C_i) \) has \( \text{RANK} \) objects, and it is comprised by the objects which have the largest \( \text{RANK} \) border degree values.
\[ RANK = bp \cdot |C_i| \] (11)

bp represents boundary percent, it is used to control the thickness of the boundary, and \( bp \in (0,1) \). The bigger the \( bp \) is, the thicker the boundary of the \( C_i \). \( |C_i| \) represents the number of objects in the cluster \( C_i \).

Then the specific steps of BDAEC algorithm are as follows:

**BDAEC Algorithm**

**Input:** data set \( D \), Eps radius \( eps \), core points percent \( cp \), connected degree \( \omega \), boundary percent \( bp \).

**Output:** boundary of each cluster in the data set, boundary of the whole data set.

**Step 1:** According to definition 1, calculating the Point Density of every object in the data set.

**Step 2:** According to definition 2, calculating the Core Points Set of the data set. An edge will be put between the core points which are satisfied the concept of Mutual Connected. Many connected undirected graphs will be constituted in this way. And the cluster numbers and the cluster division of the data set can be known by those connected undirected graphs for each one of them represents a cluster and has its unique class label.

**Step 3:** According to definition 4, calculating the Non-core Points Set and the Candidate Points Set, and mark the objects in the Non-core Points Set with a core point’s class label. And that core point must be the nearest core point to this object.

**Step 4:** According to definition 5, calculating the Maximum Density Point of each object in the Candidate Points Set. And calculating the Positive Field and the Negative Field of every object in the Candidate Points Set according to definition 6. Then calculating the Border Degree value of each object in the Candidate Points Set according to definition 7.

**Step 4:** According to Border Degree, cluster division, boundary percent and definition 8, calculating the boundary set of each cluster. The boundary of the whole data set is the union of every cluster’s boundary set.

### 3 Experimental Results and Analysis

In order to validate the effectiveness of BDAEC algorithm, we performed experiments on many data sets with different algorithms. First, we compare BDAEC with boundary detection algorithms to validate the effectiveness of the whole boundary extraction of BDAEC; Then we compare BDAEC with DBSCAN to validate the effectiveness of boundary extraction for each cluster of BDAEC.

**Experimental Environment:** CPU: Intel(R) Core(TM) i3-2130 3.40GHz; Memory:4GB; Operating System: Microsoft Windows 7; Algorithm Writing Environment: MATLAB2012.

First, we compare BDAEC with boundary detection algorithms BORDER and BERGE.

There are 5034 objects (including noisy objects) in the comprehensive data set which is showed in Fig1(a). As is shown in Fig1(a), there are 5 different clusters with different sizes in the data set. The result of BORDER\((k=120, n=1200)\) is shown in Fig1(b); The result of BERGE \((k=5, w=0.2, beta=0.9)\) is shown in Fig1(c); The result of BDAEC\((eps=6.2, cp=0.85, \omega=0.48, bp=0.13)\) is shown in Fig1(d)-Fig1(h), Fig1(d) is the whole boundary of the comprehensive data set, Fig1(e)-Fig1(i) is the boundary of each cluster in the comprehensive data set.
The experiment shows: BORDER, BERGE and BDAEC algorithms can find the boundary of the whole data set. BORDER can not avoid the interfere of the noises, and all the noises in the data set will be the boundary under the algorithm of BORDER. BERGE and BDAEC can avoid the interfere of noises, and they can get the boundary of the whole data set clearly. What’s more, unlike the BERGE, BDAEC also can get the boundary of each cluster in the data set.

Second, we compare BDAEC with clustering algorithm DBSCAN.

There are 5931 objects (including noisy objects and interference line) in the comprehensive data set which is showed in Fig2(a). As is shown in Fig2(a), there are 6 different clusters with different sizes and shapes in the data set. And the clusters in the data set are extremely close to each other. The result of DBSCAN($Eps=8.1$, $minpts=28$) is shown in Fig2(b)-Fig2(e), Fig2(b) is the whole boundary of the comprehensive data set, Fig2(c)-Fig2(e) is the boundary of each cluster that DBSCAN has got in the comprehensive data set. The result of BDAEC($eps=10.5$, $cp=0.93$, $\omega=0.5$, $bp=0.4$) is shown in Fig2(f)-Fig2(h), Fig2(f) is the whole boundary of the comprehensive data set, Fig1(g)-Fig1(l) is the boundary of each cluster in the comprehensive data set.

The experiment shows: On the data set with noisy objects, interference line and all of its clusters are extremely close to each other, both DBSCAN and BDAEC can get the boundary of the whole data set. But DBSCAN can not take the appropriate parameters to get the correct cluster numbers or the cluster boundary of every cluster in the data set. BDAEC can get the right cluster numbers and the cluster boundary of each cluster in such data set.

4 Time Complexity Analysis

BDAEC algorithm has 2 phases: The first phase is to find the cluster numbers of the data set, and the time complexity of this phase is $O(cN^2)$; $c$ is the cluster numbers in the data set. $N$ is the number of the objects in the data set. The second phase is to find the candidate points set and the boundary of each cluster in the data set, and the time complexity of this phase is $O((2cp-cp^2)N^2/4 +aN)$; $cp$ is core points percent, $a$ is the average point density of the data set. In summary, the time complexity of BDAEC is $O(cN^2)$. The time complexity of BORDER is $O(kN^2)$. The time complexity of DBSCAN is $O(cN^2)$. The time complexity of BERGE is $O(N^{3/2}\log N)$. So the time complexity of BDAEC is equal to DBSCAN and BORDER and bigger than BERGE.
5 Parameter Discussion

BDAEC algorithm has 4 parameters: Eps radius $\text{eps}$, core points percent $\text{cp}$, connected degree $\omega$, boundary percent $\text{bp}$. The value of $\text{eps}$ determines the point density of each object. $\text{cp}$ means the percent of the core points in a data set. The bigger the $\text{cp}$, the less of the core points in the data set. $\omega$ determines the cluster numbers and the object’s number in the candidate points set. $\text{bp}$ determines the thickness of the boundary. The bigger of the $\text{bp}$, the thicker of the boundary.

6 Summary

This paper proposes BDAEC algorithm on the basis of DBSCAN, undirected graphs, connected degree and border degree. BDAEC can extract the boundary of each cluster and the whole data set with the function of avoiding the interference of noises in the data set. This is the feature of this algorithm. But BDAEC also has its limitation. It is only applying to the numerical data sets, and it can not applying to the categorical data sets or the mixed data sets. So how to solve the boundary detection problems on the categorical data sets and the mixed data sets are the following work of our research.
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