Optical flows Clustering Used for Counting Pedestrians
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Abstract. Traditionally, pedestrian counting is a manual process. It requires a lot of manpower and material resources, and also generates the possible human error. Therefore, the reality in many cases are in urgent need of automatic pedestrian counting. The most widely deployed methods utilize laser sensors and infrared sensors. However, these methods sometimes fail to count pedestrians correctly when the heights of pedestrians walking together are similar or when the heights do not fall within the presumed range, because such methods depend on the difference in propagation delays of reflected laser pulses or infrared light. Although the methods using multiple infrared sensors can count pedestrians moving various directions, the counting accuracy degrades considerably when the street has much traffic and occlusion occurs frequently. An occlusion is caused by pedestrians interacting with each other when many pedestrians are present. In this paper, we introduce a method based on Pyramid optical flows clustering of corner point to improve the counting accuracy. We also report that using length clustering, angle clustering and original location clustering to enhance the counting accuracy.

Introduction

Research status of pedestrian counting

The counting pedestrians by video processing technologies is being actively researched, and a contest for counting pedestrians by using video processing technologies is held at the annual IEEE International Workshop on Performance Evaluation of Tracking and Surveillance. Texture-based methods are robust to the occlusion of moving objects whose texture pattern is uniform. However, people generally have non-uniformity in their appearance. Model-based methods use a shape model to extract moving objects, and have the high counting accuracy in the presence of occlusions. However, the performance of these methods becomes considerably worse when the moving object is a nonrigid object such as a person. A camera is set directly above pedestrians to avoid occlusion. However, the camera position is restricted to locations such as the entrance of a building. The methods in use multiple cameras which give the three-dimensional positions of pedestrians to identify their locations more accurately. However, computing three-dimensional positions from point correspondences over multiple images leads to high computational complexity.

Research context

In this paper, we propose a method for counting the number of pedestrians in the video sequences retrieved by a single stationary camera. The proposed method is based on Pyramid optical flows clustering of moving objects in video frames. Clustering optical flows is important for distinguishing multiple pedestrians who are walking together. Since optical flows detected from a single pedestrian have similar lengths, angles, and since their starting points exist within a certain range, we utilize such parameters in clustering. The proposed method estimates the number of pedestrians based on the strong correlation between the number of optical flow clusters detected by proposed method and the actual number of pedestrians. Since the degree of correlation depends on camera position and various other factors, we utilize statistical data to estimate the number of pedestrians.
**System Description**

**Harris corner point detection operator**

The corner point is the maximum curvature change of the object outer and inner contours. So calculated corner point can decide the outline of the objects. Therefore the corner can also be called the feature point. The feature points can not only ensure the important features of the image graph, but also reduce the data redundancy of some object shape information. And this process of reduction does not lose the gray information of the image. So it can reduce the amount of data to improve the matching speed and let the corner application of various image processing can be performed in real time, according to the characteristics of the this profile can also shape target.

Harris is a feature extraction arithmetic operators. It is applied in the pedestrian counting, image matching, target tracking and computer vision. Harris feature point detection principle is about the corner and the autocorrelation function of the curvature properties. The autocorrelation function describes the changes of local image gray scale, can be expressed as Eq. 1:

\[ E(x, y) = \sum_{u, v} |I_{x+y, y-v} - I_{x, y}| \]  

Where \( E(x, y) \) is the average gray level of the image which is changed due to the two window offset. \( I \) is the image gray.

Offset of the image window in the corner point will cause the autocorrelation function (the average change of image gray) changes obviously. Use \((u, v)\) to expand on it in the pixel. The autocorrelation function \( E(x, y) \) of local image can be approximated with a Taylor polynomial as Eq. 2:

\[ E(x, y) = \sum_{u, v} |I_{x+y, y-v} - I_{x, y}| = \sum_{u, v} w_{u, v} [xX + yY + O(x^2, y^2)] = Ax^2 + By^2 + 2C_{xy} \]  

Where \( A, B, C \) is approximately two order directional derivative and they can be expressed as Eq. 3 equation group.

\[ A = X^2 \otimes h(x, y) = I_{xx} \otimes h(x, y) \\
B = Y^2 \otimes h(x, y) = I_{yy} \otimes h(x, y) \\
C = XY \otimes h(x, y) = I_{xy} \otimes h(x, y) \]  

\[ \begin{align*}
X &= I \otimes |1, 0, -1| \approx \frac{\partial I}{\partial x} \\
Y &= I \otimes |1, 0, -1| \approx \frac{\partial I}{\partial y}
\end{align*} \]  

Where \( h(x, y) \) is a Gauss filter function, \( X, Y \) is a second-order differential as Eq. 4, respectively, using gray level of the image, \( X \) differential operator and \( y \) differential operator representation.

\( E(x, y) = Ax^2 + By^2 + 2C_{xy} \) can be written as Eq. 5:

\[ E(x, y) = [x, y]M[x, y]^T \]  

Here, the matrix \( M \) is from the approximate Hessian matrix correlation function Eq. 6:

\[ M(x, y) = \begin{bmatrix} A(x, y) & C(x, y) \\ C(x, y) & B(x, y) \end{bmatrix} \]  

The characteristic value of matrix \( M \) can approximately represent the extreme curvature at a point. If you want to think a point as the corner point, then the direction orthogonal curvature of the autocorrelation function on the point is relatively large, two characteristic value of corresponding \( M \) are relatively large.

In order to avoid solving the value of \( M \), using the formula Tr \((M)\) (Eq. 7) and Det \((M)\) (Eq. 8):

\[ Tr(M) = A + B \]  

\[ Det(M) = AB - C^2 \]  

Define Eq. 9 to calculate the corner response function of Harris algorithm

\[ R(x, y) = Det(M) - cTr(M)^2 \]  

The larger \( R(x, y) \) value is, the more possible the corner point is. When \( R(x, y) \) is greater than zero and larger than others, it can be recognized as the corner points. If \( R(x, y) \) is smaller but less
than zero, it can be recognized as the edge. If IR \( (x, y) \) is small, it can be recognized as the flat area to the image.

If \( R(x, y) \) exceeds a threshold at some point, the point can be recognized as the corner point. If we want to determine the value of \( C \), we must firstly determine the number of the corner points of the image, and then take an appropriate \( C \) value to let obtained corner points be equal to the desired corner points. The value of threshold depends on the zodiac of images and Nobel removed the factor \( C \) in CRF, so the value of \( C \) is very difficult to determine. Nobel defines CRF as Eq. 10:

\[
R = \frac{\text{Det}(M)}{\text{Tr}(M)} = \frac{AB - C^2}{A + B}
\]  

(10)

**Pedestrian Counting Based on Optical Flow**

In the LK algorithm, some cases will lead to matrix which is not invertible. This is unable to calculate the optical flow under these conditions. So we can consider looking for some good feature points to compute the optical flow. When the flow is large, that is also the object motion range is very large. The optical flow calculation may be the large error.

To mitigate the adverse effects of changes in the illumination conditions, the method updates the background frame dynamically by using the exponential weighted moving average calculation as Eq. 11:

\[
\overline{B}_{i,x,y} = (1 - \alpha) \overline{B}_{i-1,x,y} + \alpha B_{i,x,y}
\]  

(11)

Here, \( \overline{B}_{i,x,y} \) \((B \in \{R, G, B\})\) denotes the RGB pixel value at coordinate \((x, y)\) of frame \(i\), and \( \alpha \) is a weight parameter. The moving parts are then identified in the frame by evaluating the difference between the RGB pixel value of the current frame and that of the background frame.

\[
d_{i,x,y} = |\overline{B}_{i,x,y} - \overline{B}_{i-1,x,y}|
\]  

(12)

\[
O_{i,x,y} = \begin{cases} 
1 & \text{if } d_{i,x,y} > \text{pd} \\
1 & \text{if } d_{i,x,y} \leq \text{pd}.
\end{cases}
\]  

(13)

Where \( O_{i,x,y} \) indicates whether \((x, y)\) is in moving parts of the frame. When \( O_{i,x,y} = 1 \), \((x, y)\) is in moving parts of the frame. \( \text{pd} \) is the threshold value.

Where \( \delta (x) = Dx + d \) indicates that the geometric deformation; \( D = \begin{bmatrix} dxx & dxy \\ dyx & dyy \end{bmatrix} \) is the deformation matrix; \( D \) is the offset of the translation feature window \( \omega \).

The elements in \( D \) are translation \( d \) along X, Y direction of the two order partial derivative. When the adjacent continuous image sequence of two frames and a \( N \times N \) feature window \( \omega \) are given and find out more than 6 geometric parameters, this point tracking is done.

**Overview of pyramid optical flow clustering based on corner Point**

The method places a stationary camera at an arbitrary position and records video of the target area (e.g., a street or building entrance) where pedestrians are to be counted. Retrieved video sequences are sent to a server, which computes the estimate of the number of pedestrians. On the server, the method first uses the background difference method to identify the moving parts in each video frame. Next, optical flows of moving parts are detected by using a well-known method, followed by clustering them based on the lengths, angles, and source locations of detected optical flows. Finally, the number of pedestrians is estimated, based on the pre-learning correlation between the number of optical flow clusters and the actual number of pedestrians. In what follows, each step of the method proposed is explained in turn.

**Estimation of pedestrian number pyramid optical flow clustering**

We assume that the number of clusters detected in a frame and the actual number of the pedestrians in the frame have a strong correlation. Since optical flows are extracted from moving parts which indicate pedestrians in video frames, and optical flows detected from a single pedestrian tend to belong to the same cluster. The degree of correlation depends on the camera position, the
size of pedestrians in the frames, and various other factors. The method utilizes a part of frames in the video sequence for pre-learning and estimates the number of pedestrians for all frames in the video sequence. Here, the number of clusters in frame $f_i$ is denoted by $C_i$. The method calculates the average number of clusters in the frames for pre-leaning as Eq. 14:

$$C = \frac{1}{F} \sum_{f_i} C_i$$  \hspace{1cm} (14)$$

Where $F$ (FL<$F$) is the number of frames for pre-learning. The actual number of pedestrians in frame $f_i$ is denoted by $P_i$. The method obtains the average number of pedestrians in the frames for pre-learning as Eq. 15.

$$P = \frac{1}{F} \sum_{f_i} P_i$$  \hspace{1cm} (15)$$

Note that to calculate $\overline{P}$, the method must count the actual number of pedestrians in the part of the video sequence, which means pre-learning. The average number of clusters per person in pre-learned frames, denoted by $\overline{C_p}$, is calculated as Eq. 16.

$$\overline{C_p} = \frac{C}{P}$$  \hspace{1cm} (16)$$

The estimated number of pedestrians in frame $f_i$, denoted by $P'_i$, is calculated as Eq. 17.

$$P'_i = \frac{C_i}{\overline{C_p}}$$  \hspace{1cm} (17)$$

**Procedure of pyramid optical flow length clustering**

It is assumed that optical flows detected from a single pedestrian have similar lengths, angles, and since their starting points exist within a certain range. Therefore, optical flows are clustered based on the degree of similarity of their lengths, angles, and starting points. Here, a set of detected optical flows in frame $f_i$ is denoted by $D_i$ and the $l$-th optical flow in $D_i$ is denoted by $o_{i,l}$.

The proposed method conducts the clustering of all optical flows in $D_i$. At first, a new cluster is created, denoted by $G_{i,1}$, and the optical flow $o_{i,1}$ is added to $G_{i,1}$. For the optical flow $o_{i,l}$, $l(\geq 2)$ is compared with all optical flows in each cluster $G_{i,m}$ in terms of length, angle, and starting point. We explain each step of optical flow clustering using two optical flows $o_{i,l}$ and $o_{i,s}$.

The lengths of two optical flows $o_{i,l}$ and $o_{i,s}$ are first compared where the following equation is satisfied or not:

$$|l_{i,l} - l_{i,s}| \leq l_{th}$$  \hspace{1cm} (18)$$

Where $l_{i,l}$ and $l_{i,s}$ are the lengths of $o_{i,l}$ and $o_{i,s}$, which are represented by following equations (Eq. 19 and Eq. 20), and $l_{th}$ is the threshold of for clustering optical flows.

$$l_{i,l} = \sqrt{(x'_{i,l} - x'_{i,j})^2 + (y'_{i,l} - y'_{i,j})^2}$$  \hspace{1cm} (19)$$

$$l_{i,s} = \sqrt{(x'_{i,s} - x'_{i,j})^2 + (y'_{i,s} - y'_{i,j})^2}$$  \hspace{1cm} (20)$$

Where $(x'_{i,l}, y'_{i,l})$ and $(x'_{i,s}, y'_{i,s})$ are the starting point and ending point of optical flow $o_{i,l}$, respectively.

**Procedure of Optical Flow Angle Clustering Procedure**

Next, the angles of two optical flows $o_{i,l}$ and $o_{i,s}$ are next compared where the following equation is satisfied or not:

$$|\theta_{i,l} - \theta_{i,s}| \leq \theta_{th}$$  \hspace{1cm} (21)$$

Where $\theta_{i,l}$ and $\theta_{i,s}$ are the angles of $o_{i,l}$ and $o_{i,s}$, which are represented by following equations (Eq. 13 and Eq. 14), and $\theta_{th}$ is the threshold of angle.

$$\theta_{i,l} = \arctan\frac{y'_{i,l} - y'_{i,j}}{x'_{i,l} - x'_{i,j}}$$  \hspace{1cm} (22)$$
\[ \theta_s = \arctan \left( \frac{y_{i,s}^c - y_{i,d}^c}{x_{i,d}^c - x_{i,s}^c} \right) \]  

(23)

**Procedure of Optical Flow Original Location Clustering**

Finally, the starting points of two optical flows \( o_{i,j} \) and \( o_{i,s} \) are compared.

\[ \left| x_{i,j}^s - x_{i,s}^s \right| \leq x_{th} \]  

(24)

\[ \left| y_{i,j}^s - y_{i,s}^s \right| \leq y_{th} \]  

(25)

Where \( x_{th} \) and \( y_{th} \) are respectively the thresholds of x-coordinate and y-coordinate of optical flows.

When \( G_{i,m} \) and all optical flows in \( o_{i,l} \) satisfy Eq. 18–25, the proposed method adds \( o_{i,l} \) to \( G_{i,m} \).

When \( o_{i,j} \) does not belong to any existing cluster, a new cluster for \( o_{i,j} \) is created. After clustering, the number of optical flows in each cluster is assessed. When the number is smaller than the threshold \( N_d \), the cluster is discarded since we assume the cluster is caused by noise such as changes in the illumination conditions.

**Summary**

In this paper, we proposed a Pyramid optical flow clustering of corner point method to improve the accuracy of counting pedestrians in the video sequences. In the proposed method, optical flows are clustered by the lengths, angles, and source locations of optical flows based on corner point. The proposed method counts the number of pedestrians using pre-learned statistics, based on the number of clusters detected by our method and the number of pedestrians having a strong and linear correlation.
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