Application of Improved BP Neural Network Based on Genetic Algorithm in Fault Diagnosis of Equipment
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Abstract. Aiming at the problems of traditional BP neural network in fault diagnosis of equipment, the genetic algorithm is introduced to optimize the network, and the fault diagnosis model of equipment is established. The modeling ideas and considerations are introduced in detail, and the simulation calculation is carried out. The results show that the improved network has a good approximation performance, the training speed and accuracy are greatly improved, and it can be better to carry out fault diagnosis of equipment.

1. Introduction

Equipment is system very complicated, and it is very difficult to carry out the fault diagnosis of equipment. As a forward feedback network, BP neural network is a kind of the most mature network, which has been widely used in fault diagnosis. But because of some inherent defects, the application of network has been limited in fault diagnosis of equipment.

2. Basic principles and improvement of BP neural network diagnosis

2.1 Basic principles of BP neural network

BP network is proposed by a group of scientists headed by Rumelhart and McCelland in 1986. BP network generally consists of the input layer, the hidden layer, the output layer, including the two parts of the forward and backward propagation, as shown in figure 1.

Fig.1 Sketch map of BP neural network with 3 layers

The objective function can reach the minimum by adjusting the weight and threshold with BP neural network method, mainly including two parts of the forward propagation and error reverse correction. The neuron output value \( o_i \) of input layer is equal to the input value \( x_i \), and the neuron output of the hidden layer or the output layer can be stated as follows.

\[
O_j^l = f \left( \sum_{i=1}^{l-1} w_{ij}^l o_i^{l-1} + \theta_j^l \right)
\]  

(1)

In the above formula, \( f \) is the transform function and \( \theta_j^l \) is the neuron threshold. If the
desired output value of the jth neuron in the output layer is \( T_j \), the total output error of the output layer is as follows.

\[
E = \frac{1}{n} \sum_{j=1}^{n} [T_j - O_j]^2
\]  

(2)

The minimum value of the objective function can be solved by using the gradient descent method, and the smoothing factor \( \beta \) is introduced to improve the convergence rate. The adjustment formula of network weight and node threshold is as follows.

\[
w'_j(k + 1) = w'_j(k) + \eta \delta^j O_{i+1} + \beta (w'_j(k) - w'_j(k - 1))
\]  

(3)

In the above formula, \( k \) is the iteration number, \( \eta \) is the learning rate, \( \delta^j \) is the reverse error signal and the output layer and the hidden layer are respectively as follows.

\[
\delta^2_j = f'(\sum_{i=1}^{n} w_{ij} O_i + \theta_j)(\sum_{i=1}^{n} w_{ij} O_i + \theta_j) - f(\sum_{i=1}^{n} w_{ij} O_i + \theta_j)
\]  

(4)

\[
\delta^i_j = f'(\sum_{i=1}^{n} w_{ij} O_i + \theta_j) \sum_{i=1}^{n} \delta^2 w_{ij}
\]  

(5)

2.2 Improvement of the traditional BP neural network

The traditional BP neural network often directly uses the method of random weight and threshold, and in order to improve the condition, the genetic algorithm is introduced to optimize the initial weight and the threshold value.

3. Fault diagnosis theory of BP neural network based on genetic algorithm optimization

3.1 Diagnosis principle

In this paper, the principle diagram of fault diagnosis is shown in Figure 2, and it mainly contains three parts: data acquisition module, fault diagnosis module, fault identification module.

![Principle diagram of fault diagnosis](image)

Fig.2 Principle diagram of fault diagnosis

3.2 Establishment of BP neural network diagnosis model

(1) The establishment of the network: in order to establish the neural network, the number of node is firstly determined. In the model of this paper, the input vector is 13, the output vector is 4,
and the input layer node is 13, the output layer node is 4. The empirical formula is as follows.

\[ m = 2 \times n + 1 \]  \hspace{1cm} (6)

Among the above formula, \( m \) is the number of nodes in the hidden layer, \( n \) is the number of nodes in the input layer, and the number of hidden layer nodes is set to 27. The specific network structure is shown in figure 3.

![Network structure diagram](image)

Notes: \( P \) — Number of input samples; \( L_1 \) — Number of network input layer; \( L_2 \) — Number of neural network hidden layer; \( L_3 \) — Number of neural network output layer; \( m \) — Number of input layer neuron; \( h \) — Number of hidden layer neuron; \( n \) — Number of output layer neuron; \( IW_{in} \) — Weight matrix of the input layer to the hidden layer; \( LW_{ox} \) — Weight matrix of the hidden layer to the output layer; \( b_1, b_2 \) — threshold

(2) Network training: the network is trained after the establishment. In order to speed up the convergence of the network and maintain a high precision, it is needed to set up the appropriate network parameters. For the problem of fault diagnosis, the relevant parameters are determined as follows: the learning rate is 0.01, the training target is 0.001, and the training number is 1000.

3.3 Genetic algorithm optimization

The initial weights and thresholds of BP neural network are used as the optimization variables, the output error of the network is used as the fitness of genetic algorithm, and the error is gradually reduced through continuous evolution. When the genetic algorithm runs termination, a set of optimal weights and thresholds are obtained, and the weights and thresholds are transmitted to the BP neural network. By doing so, the fault diagnosis can be carried out. The specific algorithm of this module is shown in figure 4.
4. Simulation calculation

4.1 Genetic algorithm optimization results

The evolution curve of network error is shown in figure 6. From the graph, it can be concluded that the genetic algorithm has a clear evolution before the 50 generation and the 50 generation algorithm begins to converge, and the network error is reduced from the original 0.11 to 0.01. By doing so, the optimization is achieved. In order to further verify the optimization effect of genetic algorithm, the comparison of the network training error before and after the optimization of genetic algorithm is carried out, and the training error curves are respectively shown in figure 7 and figure 8.

![Evolutionary curve of network error](image)

**Fig. 6 Evolutionary curve of network error**

![Standard BP network training error curve](image)

**Fig. 7 Standard BP network training error curve**
4.2 Fault diagnosis results

After the genetic algorithm optimization and network training, the fault diagnosis of equipment can be carried out through the BP network. Four groups of running state are selected and the operation parameter data is entered into the network, and the output results can be obtained through nonlinear mapping, as shown in Table 1.

<table>
<thead>
<tr>
<th>State</th>
<th>BP network output result after optimization</th>
<th>Expected output</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.9676 0.1071 0.0169 0.0028</td>
<td>1 0 0 0</td>
</tr>
<tr>
<td>F2</td>
<td>0.0034 0.9202 0.0148 0.1262</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>F3</td>
<td>0.0092 0.0030 0.9994 0.0032</td>
<td>0 0 1 0</td>
</tr>
<tr>
<td>F4</td>
<td>0.0427 0.0113 0.0019 0.9939</td>
<td>0 0 0 1</td>
</tr>
</tbody>
</table>

Conclusion

In this paper, the BP neural network is optimized by introducing the genetic algorithm, the fault diagnosis of the equipment is carried out by using the network after optimization, and it has achieved very good results. In order to further verify the correctness of the model, the training and test of the network can be carried out through a large number of different samples, and in order to obtain the best effect, the network can be optimized by using other intelligent algorithm.
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