Variable Momentum Controlled by Equalizer Energy based CMA Blind Equalization
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Abstract. To further improve the performance of CMA blind equalization, an improved algorithm with variable momentum controlled by equalizer weights energy was proposed. The momentum gradient algorithm can improve the convergence rate effectively. However, the additional gradient noise would produce by momentum, which results in high steady state residual error after convergence. Hereby, a variable momentum algorithm is designed according to the equalizer weights energy, which the momentum factor adjusted needs no empirical parameters during the iterative process. Therefore, the proposed algorithm is more universal than the other adaptive momentum algorithms. The variable momentum controlled by equalizer weights energy not only can take advantage of the momentum gradient algorithm to improve the convergence rate, but also can avoid the additional gradient noise produce by momentum for CMA blind equalization, and the effectiveness is shown by computer simulation under underwater acoustic channel condition.

Introduction

Blind equalization can compensate and track the communication channel without the training signal, which can remove the inter-symbol interference in the received signal to improve the quality of the communication and save the bandwidth [1], at the same time, it can avoid the unlock of the equalizer effectively. Recently, lots of research achievements of the theory and algorithm of blind equalization have obtained by the relevant experts and scholars. In all kinds of blind equalization algorithms, CMA blind equalization structure is simple and the performance is stable. However, the convergence rate of CMA is slow and the steady state residual error is big. Based on CMA blind equalization, lots of improved algorithms were proposed, which include the momentum CMA blind equalization algorithm. The momentum gradient algorithm can accelerate the convergence rate, and it can avoid falling into the shallow local minimum of the cost function to improve the global convergence performance when the cost function is non-convex [3]. However, the momentum produces additional gradient noise after the algorithm convergence, which leads to the increase of the residual error. To overcome the effect of momentum term on the residual error, the adaptive momentum algorithm is considered as a compromise algorithm in the convergence rate and convergence accuracy. The basic idea of the adaptive momentum algorithm is that the big momentum factor is used to obtain fast convergence rate at the initial stage, and the momentum factor is gradually reduced as the algorithm iterative process to obtain small steady state residual error. The adaptive momentum algorithms proposed by the relevant literature need to design the empirical parameters, for different communication channels of different SNR conditions, the algorithm is poor, and the design of empirical parameters is lack of theoretical basis, such as statistical momentum factor algorithm and adaptive momentum factor controlled by the function of instantaneous error nonlinear transformation. Hereby, an improved algorithm with variable momentum controlled by equalizer weights energy was proposed, variable momentum algorithm is designed according to the equalizer weights energy, which the momentum factor adjusted needs no experience parameters during the iterative process. Therefore, the proposed algorithm is more universal than the other adaptive momentum algorithms. The effectiveness of the proposed algorithm is shown by computer simulation under underwater acoustic channel condition.
The Basic Principle of CMA

The basic principle of CMA is shown in Fig.1 [4]. Where $x(n)$ is the input signal, $h(n)$ is the unknown channel impulse response, $n(n)$ is the Gaussian white noise with zero mean, $y(n)$ is the received signal and $w(n)$ is the blind equalizer weights and $\tilde{x}(n)$ is the output signal of the blind equalizer.

![Fig.1 The basic principle of CMA](image)

According to the communication signal transmission process can be known

$$y(n) = h(n)x(n) + n(n) \quad (1)$$

$$\tilde{x}(n) = w^{H}(n)y(n) \quad (2)$$

CMA blind equalization uses the high order statistics of the transmission signal and its cost function can be given by [5]

$$J(n) = \frac{1}{2} \left[ R - \left| \tilde{x}(n) \right|^2 \right] \quad (3)$$

Where $R$ is the constant modulus of the transmission signal which is given by

$$R = \frac{E[|\tilde{x}(n)|^4]}{E[|\tilde{x}(n)|^2]} \quad (4)$$

According to the stochastic gradient descent algorithm, the updating formula of CMA blind equalization can be given by

$$w(n+1) = w(n) + \mu e(n)y^{*}(n)\tilde{x}(n) \quad (5)$$

Where $\mu$ is the study step and $e(n)$ is the instantaneous gradient error which can be given by

$$e(n) = R - \left| \tilde{x}(n) \right|^2 \quad (6)$$

Momentum CMA Blind Equalization

The convergence rate of CMA blind equalization is slow, which would waste lots of symbol information to capture the communication channel characteristics, as a result, it causes the error rate in the receiving signal is too high especially in high speed communication or time varying channel conditions. Furthermore, the tracking ability of the channel of CMA blind equalization is reduced sharply. Momentum gradient descent algorithm can significantly improve the convergence rate, while it can avoid the shallow local minimum, so as to improve the global convergence performance of the algorithm for the non-convex cost function. The blind equalizer weights updating formula of blind equalizer based on momentum gradient can be given by [6]

$$w(n+1) = w(n) + \mu e(n)y^{*}(n)\tilde{x}(n) + \alpha [w(n) - w(n-1)] \quad (7)$$

Where $0 < \alpha < 1$ is the momentum factor and $\alpha [w(n) - w(n-1)]$ is the momentum term. Let $\Delta w(n) = w(n+1) - w(n)$, then the recurrence relation can be given by Eq.8 according to Eq.7.

$$\Delta w(n) = \mu e(n)y^{*}(n)\tilde{x}(n) + \alpha \Delta w(n-1) \quad (8)$$

Expanding Eq.8 can obtain the result as follow

$$\Delta w(n) = \sum_{i=1}^{n} \alpha^{n-i} \nabla J(i) + \alpha^{n} (w(1) - w(0)) \quad (9)$$

Where $\nabla J(n)$ is the instantaneous gradient of CMA. Eq.9 shows that the momentum factor must
meet the condition as $|\alpha|<1$ to ensure the convergence of the algorithm. For the momentum cannot rapid the convergence rate when $\alpha < 0$, and then the range of momentum factor is $0 < \alpha < 1$. If the CMA blind equalization meets the ideal convergence condition, it needs $\Delta w(n) = \theta$. According to Eq.7, when CMA blind equitation reaches to ideal convergence rate, the momentum term would produce additional gradient noise, which increases the steady state residual error.

Adaptive momentum gradient algorithm uses the bigger momentum factor in the initial stage of the blind equalizer updating process, which can rapid the convergence rate. With the iterative of the algorithm, the momentum factor reduces gradually to obtain smaller steady state residual error. Thus the adaptive momentum gradient algorithm can obtain a compromise result between convergence rate and convergence accuracy. Some adaptive momentum algorithms can be given by follows [7-9].

$$
\alpha(n) = \beta e(n) / \sum_{j=1}^{n} e(j)
$$

(10)

$$
\alpha(n) = \begin{cases} 
  2 & E(n) \geq 2 \\
  E(n) / 3 & E(n) < 2 
\end{cases}
$$

(11)

$$
\alpha(n) = \gamma \left[ 1 - e^{-p-E(n)} \right]
$$

(12)

$$
\alpha(n) = \gamma \left[ 1 - e^{-p-\lambda(n)} \right]
$$

(13)

Where $\beta$, $\gamma$ and $p$ are empirical parameters and the reasonable design of empirical parameters has a significant effect on the performance of the algorithm. Although the adaptive momentum algorithm given by Eq.11 without empirical parameters, the factor is $2/3$ or $2/3 E(n)$ without the theoretical basis. Furthermore, it cannot obtain ideal convergence performance for different SNR or different type modulate signal. Where the estimation method of $E(n)$ is given by

$$
E(n + 1) = \lambda E(n) + (1 - \lambda) \left[ \hat{x}(n) - \hat{x}(n) \right]^2
$$

(14)

Where $\lambda$ is the forgetting factor and $\hat{x}(n)$ is the decision value of $\hat{x}(n)$.

The nature of CMA blind equalization is stochastic gradient descent algorithm [10], which achieves the ideal equalization by minimizing the cost function. The instantaneous gradient variation rate is zero and the variation rate of the energy of the equalizer weight is zero when the algorithm meets ideal equalization condition without taking into account the effect of the noise in the channel. The variation rate of the equalizer weights is defined as follow.

$$
\Delta w(n) = w(n) - w(n - 1)
$$

(15)

After the algorithm obtains convergence, it can get the following conclusion.

$$
\lim_{n \to \infty} (\Delta w(n) - \Delta w(n - 1)) = \theta
$$

(16)

Then the energy of the equalizer weights is defined as follow.

$$
E_w(n) = \sum_{j=1}^{k} \left| w_j(n) \right|
$$

(17)

Where $L$ is the length of the equalizer. According to Eq.16 we can get

$$
\lim_{n \to \infty} E_w(n) = \lim_{n \to \infty} E_w(n - 1)
$$

(18)

According to Eq.16 and Eq.18 we can get

$$
\lim \Delta E_w(n) = \lim (E_w(n) - E_w(n - 1)) = 0
$$

(19)

Then the variable momentum CMA blind equalization algorithm based on the equalizer weights energy can be obtained and the momentum factor can be adjusted by

$$
\alpha(n + 1) = \alpha(n) + \mu_m \left[ \frac{\left| \Delta E_w(n) - \Delta E_w(n - 1) \right|}{\max \left( \left| \Delta E_w(n) \right|, \left| \Delta E_w(n - 1) \right| \right)} \right]
$$

(20)
Where $\mu_m$ is the study step of the momentum factor, $\max(a, b)$ represents the maximum value of $a$ and $b$. In the initial stage of the algorithm, $\Delta E_w(n)$ varies during the iterative process and $\Delta E_w(n)$ would larger than $\Delta E_w(n-1)$ in a statistical sense. And then the momentum factor adjusted according to Eq.20 can get a gradually reduced process. Considering the increase of the iterative process, the momentum factor may meet $\alpha(n) < 0$. Therefore, the variation of momentum factor is constrained by the following formula.

$$\alpha(n+1) = \alpha(n) \quad \text{if} \quad \alpha(n+1) < 0$$

(21)

The variable momentum algorithm according to Eq.20 and Eq.21 called energy control variable momentum CMA (ECVMCMA). There are no empirical parameters in ECVMCMA, which can let the proposed algorithm is more universal than the other adaptive momentum algorithms.

**Computer Simulation and Analysis**

In the simulation, the send signal is modulated by QPSK. The channel is adopted the mix-phase underwater acoustic channel. The channel equivalent baseband impulse response is $h = [0.3132, 0.1040, 0.8908, 0.3143]$ [11]. The channel noise is Gauss white noise with zero mean and the SNR=20dB. The length of the blind equalizer is 16 and the center weight is initialized to 1 and the other weights are initialized to 0. The study step of the equalizer $\mu = 0.001$ and the study step of the momentum factor $\mu_m = 0.002$. The initial value of the momentum factor $\alpha(0) = 0.75$.

The performance comparison is evaluated according to residual inter symbol interference (ISI) which is defined as follow [12].

$$ISI(n) = \sum \frac{|C_i(n)|^2 - |C_i(n)|_{\text{max}}^2}{|C_i(n)|_{\text{max}}^2}$$

(22)

Where $C(n)$ is the combined impulse response vector. The residual ISI convergence result after 500 times Monte Carlo simulations is shown in Fig.2 and the variation curve of the momentum factor is shown in Fig.3.

![Fig.2 The residual ISI convergence curve](image1)

![Fig.3 The variation curve of momentum factor](image2)

Fig.2 shows that the proposed ECVMCMA blind equalization algorithm has faster convergence rate than the traditional CMA and has the consistent steady stable residual error with the traditional CMA after convergence. The momentum CMA (MCMA) with the constant momentum factor has the fastest convergence rate, but the steady stable residual error is bigger due to the additional gradient noise produced by momentum. Fig.3 shows that the momentum factor reduces gradually with the iterative process and convenience to a small value near to 0 after 2000 times iterative, thus it can avoid the additional gradient noise produced by momentum.
Conclusion

The momentum CMA blind equalization can improve the convergence rate of the algorithm effectively. However, the additional gradient noise produced by momentum increases the steady stable residual error after convergence. Adaptive momentum CMA blind equalization algorithms often need empirical parameters, which results in the degeneration of the universal. This work proposed a variable momentum CMA blind equalization algorithm, which the momentum factor updates according to the variation rate of the energy of the blind equalizer weights and there is no empirical parameters need to set, therefore, the proposed algorithm improves the universal for adaptive momentum CMA. The simulation results show that the proposed algorithm has the approaching convergence rate with MCMA and has the approaching convergence accuracy with the traditional CMA.
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