Abstract—With the continuous development of Internet and rich resources emerging on the Web, information retrieval based on XML has emerged; the similarity of documents is the basis of information retrieval. A method is proposed to compute similarity of XML documents based on path and frequency in the paper. XML document is expressed as a collection of tuple, the paths are extracted and delete the recurring in order to improve efficiency, tag is matched by WordNet; and then path similarity is computed by the fuzzy longest common subsequence and frequency; finally, the structure similarity between documents are calculated. Two experiments are done to show that the method is effective, the experiment 1 test structural similarity of 15 XML documents from 3 DTDs; the similarity computing is applied in the documents classification for real data sets in the experiment 2, and results show the accuracy may arrive at 100%.
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I. INTRODUCTION

In recent years, XML has become extremely popular in management and mining of semi-structured/hierarchical text data due to its abilities in representing information in a well-defined, extensible and machine readable format [1-3]. The use of XML covers data representation and storage, database information interchange, data filtering, as well as web services interaction. With the development of web and the wide usage of XML, there is an increasing need to automatically process Web documents for efficient data management, similarity clustering and search applications [4-6]. It has become a hot research topic currently how to realize the automatic retrieval, classification and clustering of XML documents effectively, so it is studied in the paper.

II. SIMILARITY MEASUREMENT OF XML DOCUMENTS

A wide range of algorithms for computing similarity in XML documents have been proposed in the literature. They are Tag matching, Edge matching, Path matching, Edit Distance and Fourier Transform [7-12].

A. Tag Matching

It is known as the simplest measure for XML similarity, as it only considers the intersection of the sets of tags over the union between the documents being compared.

B. Edge Matching

It considers the edges connecting XML nodes, the father-son relations in the comparison process.

C. Path Matching

The authors in [10] describe the structure of an XML document as a set of paths, compute similarity by taking into account all the paths in the path set of the second XML tree. If the more paths two XML documents share in common, then the more similar they are.

D. Edit Distance

Viewing XML documents as trees, Nierman and Jagadish [11] use the graph edit distance to compute the structural similarity between two XML documents. Given a set of graph edit operations, such as deletion, insertion, and substitution, the edit distance is defined as the shortest sequence of edit operations that transform one tree into the other. Typical tree distance algorithms include [11] and [12].

E. Fourier Transform

Flesca et al. represent XML documents as time series and compute the structural similarity between two documents by exploiting Discrete Fourier Transform of the corresponding signals.

III. OUR APPROACH

The structure of the documents is completely ignored in tag matching, thus attaining low clustering quality. Path matching considers not only father-son relation but also grandchild relationship, so it is more accurate than edge matching. But the result of similarity uses exact match, and not consider the semantic information of nodes.
As stated in the above, a new method to estimate similarity is proposed which determines similarity considering both the structure and semantic of XML documents. The structure similarity between the two XML documents is computed by path and frequency, and the semantic similarity is computed by WordNet[13]. The similarity between document A and document B has the following characteristics: (1) \( \text{Sim} (A, B) \in [0, 1] \); (2) \( \text{Sim} (A, B) = \text{Sim}(B, A) \); (3) \( \text{Sim} (A, A) = 1 \). The processes of similarity computing are shown in Fig.1.

![Figure 1. The process of similarity computing](image)

The following definitions are given firstly for the convenience of description.

**Definition 1** XML document tree: an XML document tree is an unordered labeled tree parsed from an XML document not including content, and the attribute looks as the sub node of the element. The top node is root, and the lowest node is leaf, every level in XML document tree from root to leave is numbered using integer from 1. For example, Fig 2 is a tree, a is the root, c and d are leave.

**Definition 2** tuple: the document tree is traversed by depth-first and describe as tuples with the form \(<\text{path, frequency}>\). In that a path is element sequence from the root to leaf; frequency is 1 for every path. As an example, \(<a/b/c,1>\) is a tuple in Fig 2.

**Definition 3** the longest common subsequence (LCS): it is to find the longest subsequence common to all sequences in a set of sequences. Suppose that \(S\) is a common subsequence of two sequences \(P1\) and \(P2\), then \(S\) has 2 conditions: 1) \(S \subseteq P1\) and \(S \subseteq P2\); 2) \(S\) is the longest sequence which satisfies the condition 1.

![Figure 2 XML document tree](image)

A. **Pretreatment**

XML document is composed of elements, attributes, XLink, comments and etc., Xlink is very important in data usage, but it is not the case in the impact of the document structure; in addition, comments are added in order to facilitate understanding of the document and information, they don’t impact on document structure; therefore they are not considered in the calculation process of structural similarity.

B. **Path similarity**

The same paths in the XML document have effect on computing efficiency, so the problem of duplicate paths is solved firstly; in addition, as the XML document is compiled by different mechanisms. The same content is described by different tags; the fuzzy match is used by WordNet to solve the problem. In order to improve the efficiency and accuracy of the calculation, firstly, paths are extracted from tuple set; then tags similarity are computed by WordNet; finally, path similarity is computed by the dynamic programming. The process is shown in Fig.3.

![Figure 3. The process of path similarity](image)

1) **Extract and simplify path**

The xml document is modeled as a tuple set where there are the same paths. To decrease complexity, the three steps are taken for the tuple set of XML document. Firstly, these paths are extracted from every tuple of tuple set form path set; Secondly, the tuple with the same paths are deleted, and the frequency value is cumulative with the same path; finally, all of the paths are extracted from the tuple set to compute structure similarity. Simplify tuple set is constructed using the following pseudo code.

**Input**: Tuple set \(TS\) \(\{p_1, f_1\}, \{p_2, f_2\} \ldots \{p_n, f_n\}\)

**Output**: Simply tuple set

| Extract path from every tuple called \(P\) = \(\{p_1, p_2 \ldots p_n\}\) |
| FOR \(I=2\) TO \(P.length\) |
| FOR \(J=1\) TO \(I-1\) |
| IF \(p_j = p_J\) THEN |
| FOR \(K=J+1\) TO \(P.length\) |
| DELETE TUPLE \(I\) |
The similarity between words set, it is computed using the formula (2).

\[ SSim(N_1, N_2) = \frac{\sum_{i=1}^{m} \max_q (sim(n_i, n_q))}{m} \]  \hspace{1cm} (4)

### 3) Path similarity

The path similarity is relate to not only these nodes in the path and levels of nodes in XML documents, and the root node is the most influential to the whole similarity, and then decreased, so the path similarity is defined as the sum of product between the matching degree of all the nodes in the path and the weights of the hierarchy. In that the matching degree of the nodes is computed by WordNet, and the weights of the hierarchy is defined as \( q_i = \frac{1}{2^i} \). The degree of node matching follows the rule:

If the similarity of semantic is larger than 0.7, then the degree of matching equals to the similarity of semantic; otherwise the value equals to 0.

The longest fuzzy common subsequence of two paths is determined based on the degree of tag matching; the path similarity is computed by the longest fuzzy common subsequence. As there are the common features between the longest fuzzy common subsequence and LCS, and dynamic programming is an effective method for solving LCS[14], so the longest fuzzy common subsequence may be solved by dynamic programming and compute similarity.

### C. Document similarity

Document similarity of documents is the Optimal matching problem between paths, so it is similarity with the task allocation, Hungarian algorithm is one of the most effective algorithms to solve the linear assignment problem that can solve the problem in polynomial time [15]. The Hungarian algorithm is used to calculate the optimal path matching of two documents in this paper, and then the average value is calculated as the structural similarity. For the purposes of our similarity measure, it is desired that any such unmatched paths contribute also to the overall similarity between the two path sets. To this end, we add some virtual paths to the smaller set, so that both sets have the same size, and for each such virtual element, its similarity is defined as 0.5 to satisfy the definition of similarity. The original \( m \times n \) matrix is \( \mathbf{M} \) where the number of different paths in document 1 is \( m \), and the number of different paths in document 2 is \( n \). The matrix is constructed to compute set similarity where a term \( n \) in word set is as a row of matrix, a term \( m \) of word set is as a column of matrix, and the value in the matrix is similarity between words, the matrix is constructed with the form of formula (3)

\[ SSim(N_1, N_2) = \begin{bmatrix}
  \text{sim}(e_{11}, e_{21}) & \cdots & \text{sim}(e_{11}, e_{2n}) \\
  \vdots & \ddots & \vdots \\
  \text{sim}(e_{1m}, e_{21}) & \cdots & \text{sim}(e_{1m}, e_{2n}) 
\end{bmatrix} \]  \hspace{1cm} (3)

If \( m < n \) then The node similarity is computed by the following formula (4). Otherwise the matrix is transposed firstly, then similarity is computed.

\[ sim(p_{11}, p_{21}) \cdots \text{sim}(p_{11}, p_{2n}) \\
\vdots & \ddots & \vdots \\
\text{sim}(p_{1m}, p_{1n}) \cdots \text{sim}(p_{1m}, p_{2n}) \]
In that: $f_{ij}$ is the path $p_{ij}$ times in D1, $f_{2k}$ is the frequency of the path $p_{2k}$ in D2, $\sum_{j=1}^{n} f_{ij}$ is the sum of frequency for the whole path $p_{ij}$ in D1, $\sum_{k=1}^{n} f_{2k}$ is the sum of frequency for the whole path $f_{2k}$ in D2.

To illustrate, consider two documents $A = \{<a/b/c,2>, <a/b/d,1>\}$ and $B = \{<a/b/c,1>, <a/b/d,1>\}$. The path $a/b/c$ in $A$ with $a/b/c$ in $B$ and $a/b/d$ in $A$ with $a/b/d$ in $B$ yielding the maximal path similarity 1. The similarity between these two path sets are thus $\text{sim}(A,C) = ((2+1)*1+(1+1)*1) / 2*3 = 0.83$.

IV. EXPERIMENT

Two experiments are done to show the accuracy of the method.

A. Experiment 1

Given the 3 DTD documents in [16], then 5 XML documents are generated for every DTD by XML Generator automatically, then a document is selected out randomly in the document set called I,II,III, finally, the similarity of document I, II,III and all documents are computed using the method in the paper. The result of similarity are displayed in Fig.4, Fig.5,Fig.6.

B. Experiment 2

The 3 DTDs are chosen from the data sets of ACM SIGMOD[17], they are Proceesings Page.DTD, IndexTermsPage.DTD and OrdinaryIssuePage.DTD. 17, 40 and 40 XML documents are chosen respectively. 80% documents are selected from each category DTD as training set, the rest are as a test set, similarity is calculated using the method in the paper, and then the KNN is used for document classification [18], the results from the experiment is shown in Table 4, and show that: the accuracy of classification arrives at 100%.

<table>
<thead>
<tr>
<th>DTD</th>
<th>Number of test document</th>
<th>number of correct classification</th>
<th>Number of false classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proceedings Page</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>IndexTermsPage</td>
<td>8</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>OrdinaryIssuePage</td>
<td>8</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The similarity of XML documents is the basis of XML classification. A similarity method is proposed which compute similarity considering structure and semantic of XML document. The structure similarity of XML document is computed by the frequency path similarity, and the semantic similarity is computed by WordNet. Two experiments are done by the method in the paper and results show that it is effective.
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