Research and Application of Moving Tracking of Stewart Based on Multi-innovation EKF Algorithm
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Abstract. Because of the low estimation accuracy of normal extended Kalman Filter in strong nonlinear system, an improved extended Kalman Filter (MI-EKF) is presented to solve the problem, and the filtering accuracy is greatly improved. In this paper, multi-innovation theory is applied to EKF, and the multi-innovation EKF (MI-EKF) is proposed. MI-EKF has better precision and stability, because MI-EKF considers not only the current measured value, but also give full consideration to the time before state of motion. Finally, the improvement algorithm is used the moving tracking of six degree freedom stewart motion platform, the simulation results show that the improved MI-EKF algorithm is superior to the standard EKF algorithm.

Introduction

In the field of movement target tracking, Kalman Filter(KF) is suitable for realtime estimation in the case of a linear system, and it obtain the dynamic estimates of the target by minimum mean square error (MMSE)[1][2]. But strictly speaking, all the systems are dynamic and non-linear, and many of them are even strongly nonlinear system. Therefore, the movement target state estimation of nonlinear system possesses important theory significance and project application values. Extended Kalman filter (EKF) is one of the more widely used method for filtering, but it also has some deficiencies in the actual application. EKF is only suitable for weakly nonlinear systems, the performance of EKF is not stable in strongly nonlinear system, and there is also more chance of filter divergence situations occurring. Besides, if the second order or even higher order item of Taylor series in nonlinear observation equation can’t be ignored, the EKF filtering will be unstable. In order to improve the stability and the accuracy of EKF filtering, there are a lot of improved algorithms have been proposed. The authors of [5] come up with a strong tracking finite-difference Kalman filter (STDEKF), in filtering calculation, strong tracking factor is introduced to modify priori covariance matrix to improve the accuracy of the filter. In [6], the authors put forward an improved EKF with multiple suboptimal fading factor (SMFEKF), which has a strong tracking filter performance, and the state estimation ability of SMFEKF is also improved. In [7], an interpolation based improved EKF algorithm is presented, the recursion structure of EKF algorithms still adopted, and difference arithmetic based on Stirling’s interpolation formula is used to substitute for derivative calculation of nonlinear functions. Simulation results indicate that interpolation—based filtering can obtain higher stability and accuracy than EKF. Because of the uncertain noise statistics in nonlinear system, a novel method is proposed in [8] and [9], they use the method of fictitious noise compensating, and time-varying noise statistics can be estimated and compensated on line, so it improves the robustness of nonlinear filter.

Hence, based on the discussion above, in this paper, on the basis of standard EKF algorithm, with Multi-innovation identification theory, we put forward a new method, which is called Multi-innovation EKF (MI-EKF). The simulation results show that the improved MI-EKF algorithm is superior to the standard EKF algorithm.
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Problem description and traditional extended Kalman filter (EKF)

Consider the following nonlinear model in the rectangular coordinate system, the state equation and detecting equation are:

\[
\begin{align*}
    x_k &= f(x_{k-1}, u_k, w_k) \\
    z_k &= h(x_k, v_k)
\end{align*}
\]

(1)

where \( x_k \) is the matrix of the system state, \( z_k \) is the observation matrix, \( u_k \) is the input of system, \( f(\cdot) \) is the nonlinear mapping function, which can be used to calculate the predicted values from the data of previous state. Similarly, \( h(\cdot) \) is can be used to calculate the observed value of prediction by the predictive state, \( w_k \) is the noise matrix of state, \( v_k \) is noise matrix of measurement, \( w_k \) and \( v_k \) are independent of one another, and the mean and covariance of them are:

\[
\begin{align*}
    E[w_k] &= r, \text{cov}[w_k, w_j] = R_k \delta(k - j), \\
    E[v_k] &= q, \text{cov}[v_k, v_j] = Q_k \delta(k - j)
\end{align*}
\]

(2)

where, \( \delta(k - j) \) is Kronecker delta.

In view of the nonlinear system (1), usually using EKF to realize the state estimate. But \( f(\cdot) \) and \( h(\cdot) \) cannot be applied in the covariance directly. Instead, the partial derivatives of them, that is Jacobian matrices, are used in the covariance. In each step, the current estimated state is used to calculate the Jacobian matrix, in this way, the nonlinear function is linearized in its current state. In the EKF algorithm, state equation and observed equation of the original system are approximated with the Taylor series expansion. EKF algorithm is given by the following recurrence formula:

Predictive equations:

\[
\begin{align*}
    \hat{x}_{k|k-1} &= f(x_{k-1}, u_k, 0) \\
    P_{k|k-1} &= F_k P_{k-1|k-1} F_k^T + Q_k
\end{align*}
\]

(3)

(4)

Renewal equation:

\[
\begin{align*}
    \tilde{y}_k &= z_k - h(\hat{x}_{k|k-1}, 0) \\
    S_k &= H_k P_{k|k-1} H_k^T + R_k \\
    K_k &= P_{k|k-1} H_k^T S_k^{-1} \\
    \hat{x}_{k|k} &= \hat{x}_{k|k-1} + K_k \tilde{y}_k \\
    P_{k|k} &= (I - K_k H_k) P_{k|k-1}
\end{align*}
\]

(5)

(6)

(7)

(8)

(9)

where, \( F_k = \frac{\partial f}{\partial x} \bigg|_{x_{k-1}, u_k} \), \( H_k = \frac{\partial h}{\partial x} \bigg|_{x_{k-1}} \), \( P_{k|k-1} \) is the covariance matrix of state \( \hat{x}_{k|k-1} \), \( P_{k|k} \) is the covariance matrix of state \( \hat{x}_{k|k} \), \( K_k \) is the Kalman gain. \( \tilde{y}_k = z_k - h(\hat{x}_{k|k-1}, 0) \) is defined as innovation.

Since EKF only use the first order item and ignore the higher order term when nonlinear function is linearized by the Taylor expansion, which only achieve partial linearization of nonlinear function, and it brings error to EKF when we use it for state estimation. As a result, the standard EKF has low accuracy, and may even lead to filter divergence. So it is very necessary to improve EKF for better filter performance.
Improvement of extended Kalman filter based on multi-innovation theory

According to (5) and (8), only one innovation \( \hat{y}_k \) exists in the traditional EKF algorithm. The state prediction of time \( k \) is only estimated by the status time \( k-1 \), and the past data information is underutilized, so that the useful information hidden in the past data is lost. Multi-innovation identification theory, proposed by Chinese scholar Ding Feng [11, 12], extends the scalar innovation to innovation vector, and the innovation vector to innovation matrix. As a result, he puts forward and sets up a kind of theory and method based on the idea of Multi-innovation, which is referred to as multi-innovation identification theory and method, and includes the multi-step information in the iterative process [13].

A. Multi-innovation identification theory

Some identification algorithms [17], such as least squares [18] and stochastic gradient algorithm [19], have a common characteristic: all of them use a single innovation correction technology that uses single innovation correction technology.

For the following scalar systems [20]:

\[
y(k) = \phi^T(k) \theta + \nu(k)
\]

where \( y(k) \in \mathbb{R} \) is the output of the system, \( \phi^T(k) \) is the information vector that is formed by input-output data of the system, \( \theta \) is the vector parameter to be identified, and \( \nu(k) \) is the system noise.

To estimate the parameter vector \( \theta \) in Formula (8)

\[
\hat{\theta}(k) = \hat{\theta}(k-1) + L(k) e(k)
\]

where \( L(k) \in \mathbb{R}^n \) is the algorithm gain vector. (11) shows that, we can reformulate parameter estimation vector \( \hat{\theta}(k) \) of time \( k \) by the product of gain vector \( L(k) \) and scalar innovation \( e(k) \), which amends the estimated vector \( \hat{\theta}(k-1) \) of time \( k-1 \). That means \( \hat{\theta}(k) \) is calculated by adding the product of gain vector \( L(k) \) and innovation \( e(k) \) to \( \hat{\theta}(k-1) \).

Innovation is an important quantity of recursion method, and it is used to describe output prediction error of time \( k \). Innovation is defined as:

\[
e(k) = y(k) - \phi^T(k) \hat{\theta}(k-1) \in \mathbb{R}
\]

Innovation is different from the residuals, and the residuals are used to describe output deviation of time \( k \). Residuals is defined as:

\[
\epsilon(k) = y(k) - \phi^T(k) \hat{\theta}(k) \in \mathbb{R}
\]

There is a relationship between the innovation and the residuals:

\[
\epsilon(k) = \frac{y(k)}{1 + \Lambda(k) \phi^T(k) P(k-1) \phi(k)}
\]

or

\[
\epsilon(k) = \left[ 1 - \Lambda(k) \phi^T(k) P(k) \phi(k) \right] y(k)
\]

On the basis of single innovation, the scalar innovation \( e(k) \in \mathbb{R} \) is promoted as innovation vector \( E(p,k) = [e(k), e(k-1), \cdots, e(k-p+1)]^T \in \mathbb{R}^p \), which is the multi-innovation. To make the matrix multiplication dimension compatible, we extend gain vector \( L(k) \in \mathbb{R}^n \) to \( \Gamma(p,k) \in \mathbb{R}^{np} \), then the multi-innovation identification algorithm turns out to be:

\[
\hat{\theta}(k) = \hat{\theta}(k-1) + \Gamma(p,k) E(p,t)
\]

where \( \Gamma(p,k) \in \mathbb{R}^{np} \) is the gain matrix, \( E(p,k) \in \mathbb{R}^p \) is the innovation vector, \( p \geq 1 \) is the Length.
of innovation. (10) shows that, in the multi-innovation identification algorithm, parameter estimation \( \hat{\theta}(k) \) is corrected by the product of gain matrix \( \Gamma(p,k) \) and innovation vector \( E(p,k) \), on the basis of parameter estimation \( \hat{\theta}(k-1) \).

B. Extended Kalman filter based on multi-innovation (MI-EKF)

Because the filter error of classical EKF will be enlarged or even lead to filter divergence. To overcome the limitation, a novel method is proposed. Based on the above multi-innovation theory, we put forward a new method according to the standard EKF filtering divergence in the strongly nonlinear system, extend the original single innovation to multi-innovation. In (5) \( e(k) = \tilde{y}_k - h(\hat{x}_{k|k-1}, 0) \) is defined as the innovation, and we extend it to innovation matrix:

\[
E(p,k) = \begin{bmatrix}
e(k) \\
e(k-1) \\
e(k-2) \\
\vdots \\
e(k-p+1)
\end{bmatrix} = \begin{bmatrix}
z_k - h(\hat{x}_{k|k-1}, 0) \\
z_{k-1} - h(\hat{x}_{k-1|k-2}, 0) \\
z_{k-2} - h(\hat{x}_{k-2|k-3}, 0) \\
\vdots \\
z_{k-p+1} - h(\hat{x}_{k-p+1|k-p}, 0)
\end{bmatrix} \in \mathbb{R}^{mp}
\]  

(17)

By substituting (13) into (8), we can get the multi-innovation Extended Kalman state prediction algorithm, and expand (8) to:

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + \sum_{i=1}^{p} L_i(k) e(k-i+1)
\]

(18)

where, \( \hat{x}_{k|k} \) is the current state of motion to be predicted, \( \hat{x}_{k|k-1} \) is a state of motion before present instant, \( L_i(k) \) (\( i = 1, 2, \ldots, p \)) is the gain matrices of different time. \( E(p,k) \) is innovation matrix, \( p \) is the length of innovation.

When the MI-EKF is used to predict the state of motion, it not only thinks about one state before present instant but also considers fully other states even before. More motion information is contained in MI-EKF, and the filtering accuracy of the improved EKF is significantly higher than that of EKF. We obtain the equations of MI-EKF as:

\[
\begin{align*}
\hat{x}_{k|k-1} &= f(x_{k-1}, u_k, 0) \\
P_{k|k-1} &= F_k P_{k-1|k-1} F_k^T + Q_k \\
e(k-p+1) &= z_{k-p+1} - h(\hat{x}_{k-p+1|k-p}, 0), (p=1,2,\ldots) \\
S_k &= H_k P_{k|k-1} H_k^T + R_k \\
K_k &= P_{k|k-1} H_k^T S_k^{-1} \\
\hat{x}_{k|k} &= \hat{x}_{k|k-1} + \sum_{i=1}^{p} L_i(k) e(k-i+1), (i=1,2,\ldots p) \\
P_{k|k} &= (I - K_k H_k) P_{k|k-1}
\end{align*}
\]

(19)

In (19), we get the traditional EKF when \( L_i(k) = L(k) \), \( L_2(k) = L_3(k) = L_4(k) = \cdots = L_p(k) = 0 \).

The improved MI-EKF proposed in this paper compared with the traditional EKF, MI-EKF has the following advantages:
a) In each step of parameter estimation, standard EKF only uses the innovation at $k-1$ moment, but the improved MI-EKF not only uses the innovation at $k-1$ moment, but also uses the useful data and innovation in the past, so that the algorithm convergence is improved.

b) When predicted the state of time $k$, MI-EKF uses useful data of time $k-1$ and time $k-2$. Similarly, when predicted the state of time $k+1$, MI-EKF uses useful data of time $k$ and time $k-1$. Therefore, when predicted the state of two adjacent time (time $k$ and time $k+1$), it uses the useful data and innovation at $k-1$ moment repeatedly, and this is the main reasons for improving the MI-EKF algorithm accuracy.

**Experimental results**

In order to prove the effectiveness of the proposed MI-EKF, We selected six degree of freedom motion platform control system as the research object, as shown in the Fig. 1. and analysis the moving tracking effect. EKF and MI-EKF are used respectively to predict the system state in the motion platform that is nonlinear systems. In the experimental process, sine signal is generated, it highlights the advantages of MI-EKF by comparing filter performance of the two filters, at the same time, the root of mean square error (RMSE) is used to make the quantitative analysis of filter performance. In the traditional EKF algorithm, there is only one innovation, the improved MI-EKF in this paper adds another one innovation, that is to say, the state prediction of time $k$ is estimated by the status time $k-1$ and time $k-2$.

![Fig.1 The system principle diagram](image)

Use the following nonlinear system model: The sine signal of system could be expressed as following:

$$\sin(x_k) = f(x_{k-1}, u_k, w_k)$$

$$= F \sin(x_{k-1}) + w_k$$  \hspace{1cm} (20)$$

where, $F$=[0 1 0; 0 0 0; 0 0 0], $w_k$ is uncertain white noise with zero mean.

The initialization of filter (both EKF and MI-EKF have the same initialization) as follows:

- The angle of sin function: $\nu = 0$
- The angular velocity of sin function: $w = 10$
- The amplitude of sin function: $a = 1$
- Set the initial vector: $M = [\nu, w, a]$

The sample time is 6s, sampling numbers are 500, and the sampling interval is $6/500$ s. In fig.2, we can see the true value and the observed value.
The filter performances are showed in Fig.3. In Fig.3, the red line represents the actual observation data of nonlinear system, and the blue line represents the predicted trajectory of standard EKF algorithm, and the black line represents the predicted trajectory of the improved MI-EKF forecasting algorithm. Figure 3 shows that there is large error between the filtering trajectory and the actual trajectory although the standard EKF algorithm can meet the requirements of the filtering, and the filtering effect is not ideal when the filtering precision is higher, but the improved MI-EKF forecasting algorithm has higher prediction accuracy.

Fig.3: state estimation by EKF and MI-EKF

Fig.4 shows the estimated error of EKF and MI-EKF. The blue line represents the filtering errors of standard EKF algorithm, and the black line represents the filtering error of the improved MI-EKF forecasting algorithm. It can be seen from figures that the improved MI-EKF algorithm is significantly better than standard EKF, and the accuracy of improved MI-EKF algorithm forecast result is higher.
Conclusions

In allusion to the disadvantage that the standard extended Kalman filter has low filtering precision, an improved algorithm based on multi-innovation identification theory (MI-EKF) is proposed in this paper. This algorithm gives full consideration to the useful information before the current time, and the improved MI-EKF algorithm is relatively easy to understand and implement. Simulation experiment and theoretical analysis show that, compared with EKF, the improved MI-EKF algorithm obtains higher stability and accuracy than standard EKF algorithm, and has better performance and larger application area.
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