Research on the trend forecasting model of power communication network operation
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Abstract. This paper deeply studied the performance data of the power transmission network, selected indicators parameter in the characterization of the running state of the network. By analyzing the factors that affect the time series, a trend forecasting algorithm of network performance based on time series decomposition is constructed. It can make quantitative estimation for the future development trend of communication network. The model and algorithm of the paper are verified by the actual performance data. The results show that the forecast value is in good agreement with the actual monitoring data, and it has good practicability, which can provide technical support and judgment basis for the pre-warning of power communication network.

Introduction

The real-time diagnosis of power communication network operating state is directly related to the security and stable operation of power system. With the overall propulsion power enterprise smart grid and the "three five" system, more and more power grid operation control business and enterprise management information services required for transmission via power communication network. This makes the power system depend on the communication network continuously. Single point of failure of communication networks might adversely affect the security of the power system production.

Traditional power communication network monitoring and diagnosis is based mainly on the professional network management system prompts alarms. But for those signs is not obvious, there may be hidden dangers of performance information is the lack of effective diagnostic tool. With the power communication network scale and professional NMS continues to expand, this original real-time monitoring and post-processing of diagnostic method has been unable to meet the needs of power communication lean management.

Communication operation and maintenance personnel not only need to know the current running state of the communication network, but also want to know the running trend of the network and future running status change. So that maintenance personnel can adjust the operation mode of communication equipment reasonably, and extend the maintenance interval of the communication equipment scientifically, and ultimately can improve the efficiency of communication equipment [1]. Therefore, the operating status of power communication network prediction can be found potential failure of the communication equipment in advance. This has very important significance for reducing maintenance cost, improving the safety and reliability of communication network, and reducing the economic loss caused by network failure.

In this paper, we use the professional network management system to provide the performance parameters of the network operation state, construct the network trend forecast model, predict the running state of the communication network, and provide technical support for the maintenance mode based on the equipment state maintenance.

The Basic Theory and Method of Timing Analysis

Time series analysis by analyzing the correlation between different time variables, revealing the
structure and rules related to time series, so as to understand the inherent characteristics of the time series system, master data internal system and external relations, from the system's past values to predict and control the future value.

In this paper, the time sequence analysis method of optical transmission network is mainly used in two aspects. 1) Forecast analysis. According to the performance index, the statistical forecasting model is established, and the value of the performance index in the future is predicted. 2) Identification analysis. According to the records of two different time series, a statistical analysis model is established to judge whether it has the same property, or to judge whether it has certain properties according to the record value of a time series.

Set up a set of random variables $X_1,\ldots,X_n$, the sequence of which is called a random sequence, represented by $X_t (t=1,2,\ldots)$. If the index is an integer variable, which represents the amount of increase of the time interval, such as the first time $t$, the first day $t$, this random sequence is called time series[2-4].

The time series of the characteristic values can be obtained by arranging the numerical value of a characteristic quantity. In reality, the time series of optical transmission network performance parameters are influenced by many factors. On the one hand due to accidental, non-decisive influence of random factors demonstrate its stochastic volatility and irregularities. On the other hand due to some fixed factors or cyclical factors, the decisive impact of the changes in the trend and a certain regularity. For example, the performance parameters of the optical transmission network are subject to some random disturbances in the process of monitoring, which makes the data of the characteristics of the optical transmission network show some random fluctuations. At the same time, in the process of monitoring, it is affected by some periodic operating conditions, and the value of it is also showing periodic fluctuation. When the optical transmission network is affected by a potential failure, the performance parameters of the optical transmission network will show a trend of some kind of continuous rise or fall.

The purpose of introducing the time series decomposition method is to analyze and distinguish the factors that affect the numerical value of the characteristics. By analyzing the regularity of the sequence variation, the long-term trend of the potential failure of communication equipment is revealed, and the future development trend is predicted.

According to the factors that affect the time series of the state monitoring of the communication network, the changes of time series can be decomposed into three types [5]. Trend changes: It refers to the phenomenon by fixed factors will change over time, exhibit a certain direction toward a steady rising, falling or steady trend. Cycle changes: It refers to the phenomenon of cyclical factors will be demonstrated by a fixed period of cyclical fluctuations. Similarly, periodic changes due to certain factors can lead to periodic fluctuations in the data. Random changes: It refers to the phenomenon affected by accidental factors exhibit irregular fluctuations.

The primary task of time series analysis is to decompose the collected performance parameters into a trend term, periodic term and random term. The three different terms of decomposition were established different regression model. Estimated by the known performance parameter data, and finally ultimately predict trends based on time series. What method to analyze and evaluate the change of each factor in time series is mainly determined by the relationship between the three factors. There are mainly two kinds of additive relation and multiplicative relationship in the relationship of time series. So the additive model or multiplicative model is formed. Because the factors affecting the performance parameters of the communication network monitoring are independent of each other. Therefore the forecast should be obtained the sum of the three factors. Additive model can be used in time series analysis.

$$X_t = M_t + S_t + I_t$$  \hspace{1cm} (1)

Including: $X_t$ is the original data item, $M_t$ is the trend term, $S_t$ is the periodic term. And satisfies $s_{i,d} = s_{i}$, $\sum_{j=1}^{n} X_{j} = 0$, $I_t$ is random item.
Trend Forecasting Model Based On Time Series Analysis

A. trend term forecasting model
For trend term, multiple linear regression models can be used to estimate and predict.

The general form of multiple linear regression model are:
\[ y = \mu_0 + \mu_1 x_1 + \cdots + \mu_m x_m + \varepsilon \]  

(2)

Including: \( \mu_0, \mu_1, \ldots, \mu_m \) is an unknown parameter for \( m+1 \), called the regression coefficient. \( y \) is called the dependent variable. \( x_1, x_2, \ldots, x_m \) is a general variable that is acquired by \( N \) variables, called the explanatory variable.

When \( m = 1 \) is a linear regression model. when \( m \geq 2 \) is a multivariate linear regression model. \( \varepsilon \) represents the random error.

For \( N \) group monitoring data obtained, group \( i \) can be expressed as \( y_i = x_{i1}, x_{i2}, \ldots, x_{im} \). Including \( i = 1, 2, 3, \ldots, n \). So the linear regression model can be expressed as:

\[
\begin{align*}
    y_1 &= \mu_0 + \mu_1 x_{11} + \cdots + \mu_m x_{1m} + \varepsilon_1 \\
    y_2 &= \mu_0 + \mu_1 x_{21} + \cdots + \mu_m x_{2m} + \varepsilon_2 \\
    &\vdots \\
    y_n &= \mu_0 + \mu_1 x_{n1} + \cdots + \mu_m x_{nm} + \varepsilon_n
\end{align*}
\]

(3)

Due to the presence of residual between the actual value and the estimated value \( \hat{y} = y_i - (\mu_0 + \mu_1 x_{i1} + \cdots + \mu_m x_{im} + \varepsilon_i) \). Using the least square method, making the minimum residual sum of squares, can improve the accuracy of estimates:

\[ \sum e_i^2 = \sum (y_i - (\mu_0 + \mu_1 x_{i1} + \cdots + \mu_m x_{im} + \varepsilon_i))^2 \]  

(4)

Its essential conditions are:

\[ \frac{\partial \sum e_i^2}{\partial \mu_j} = 0, j = 0, 1, \ldots, m \]  

(5)

After calculation, the equation (4) can be converted to:

\[
\begin{bmatrix}
    1 & x_{11} & \cdots & x_{1m} \\
    1 & x_{21} & \cdots & x_{2m} \\
    \vdots & \vdots & \ddots & \vdots \\
    1 & x_{nm} & \cdots & x_{nm}
\end{bmatrix}
\begin{bmatrix}
    e_0 \\
    e_1 \\
    \vdots \\
    e_n
\end{bmatrix}
= X'e = 0
\]

(6)

To estimate the value of \( \hat{y} = x \hat{\mu} \), the estimated value and the actual value of the deviation is \( y - \hat{y} = e \). So \( y = \hat{y} + e = x \hat{\mu} + e \). While multiplying \( x' \) by the left and right, we can be obtained \( x'y = x'x \hat{\mu} + x'e \). And \( x'e = 0 \). therefore, \( \hat{\mu} = (x'x)^{-1} x'y \).

The least square linear regression estimation of the \( \hat{\mu} \), the necessary inspection and evaluation is carried out. These include: the fit of the regression equation determined the estimated standard error of regression equation hypothesis testing, hypothesis testing and multiple linear discriminant, etc. Calculate the estimated value \( \hat{\mu} \) based on samples collected performance parameters. Verified by actual values, the final sample regression equation is obtained:

\[ \hat{y} = \hat{\mu}_0 + \hat{\mu}_1 x_1 + \hat{\mu}_2 x_2 + \cdots + \hat{\mu}_m x_m \]  

(7)

Since \( \hat{y} \) is an unbiased estimate of \( E(y) \), \( \hat{y} \) can be used as the final forecast.

A. periodic term forecasting model
Periodic term has a periodic variation of characteristics, and in a certain period of time, there is a constant repetition of the regular. Therefore, the point on the same phase will change up and down in the vicinity of a particular value. The periodic term \( S_t \) is decomposed, and the data points on the same phase constitute the sequence.
Set sequence of the periodic term is \( \{ t(t), t = 1, 2, \ldots, N \} \) [6]. Cycle is \( T = h \), the same phase of the data points in the same column. Then the original sequence can be transformed into the following matrix:

\[
\begin{bmatrix}
\tau(0 + 0 \times T) & \tau(2 + 0 \times T) & \cdots & \tau(h + 0 \times T) \\
\tau(0 + 1 \times T) & \tau(2 + 1 \times T) & \cdots & \tau(h + 1 \times T) \\
\vdots & \vdots & \ddots & \vdots \\
\tau(0 + (\frac{N}{T} - 1) \times T) & \tau(2 + (\frac{N}{T} - 1) \times T) & \cdots & \tau(h + (\frac{N}{T} - 1) \times T)
\end{bmatrix}
\]

(8)

To split the matrix (8) into \( h \) different phases of the sub sequences by a column vector, and then complete the reconstruction of the period. Modeling each sub sequence, by simulating the variation of the same phase in different periods, the data values in the next cycle can be predicted, and the multi-step prediction is transformed into a single step prediction.

**B. Random-term prediction model**

In addition to the trend term and periodic term in time series, there may be some kind of equilibrium volatility, which is usually stationary sequence. For stationary series, the time series analysis method based on the Auto-Regressive and Moving Average Model (ARMA Model) can be used to model and predict. ARMA as a limited parameter model, just make sure a finite number of parameters, we can completely determine the model [7-10]. ARMA model is used to calculate the predictive value of a random term based on the \( t \) of the \( p \) moments before the \( q \) values of the historical value and the linear calculation of the error values are obtained. ARMA model is used to calculate the predictive value of a random term, which is obtained by the linear calculation based on the \( h \) \( p \) historical values and \( q \) error values of a \( t \) time. ARMA \((p, q)\) model can be described as:

\[
V(t+1) = \sum_{i=1}^{p} \phi_i V(t+1-i) + \sum_{j=1}^{q} \theta_j \epsilon(t+1-j)
\]

(9)

Formula (9) \( V(t+1) \) is the next time the predictive value of a random item. \( \phi \) and \( \theta \) are not equal to zero the undetermined coefficient. \( p \) and \( q \) are respectively ARMA model auto regressive order and moving average order. \( V(t+1-i) \) is a random item measurement value at \( t \) time. \( \epsilon(t+1-j) \) is the prediction error term random items before time \( t \). As a result, the most important parameter in the model is to determine the value of \( p \) and order \( q \).

For the order \( q \), when the time series of the autocorrelation coefficient in a certain \( d \) order after nearly 95% of the values are in the range of 2 times the standard deviation, and the self-attenuation coefficient of fluctuation processes in small value, the model order can be considered value for this \( d \). For the value of the model parameter \( p \), the least square regression method is used to estimate the \( N \) data. The residual value is obtained

\[
e = V(t+1) - \sum_{i=1}^{p} \phi_i V(t+1-i) - \sum_{j=1}^{q} \theta_j \epsilon (t+1-j)
\]

(10)

Among them, \( p=1,2,\ldots, N \), \( V(t+1) \) is the actual value for \( t+1 \) time. The residual \( e \) is the deviation of the actual value and the predicted value. \( N \) is the number of samples. According to the formula (4) solution with Trend Prediction least squares regression method can be obtained for \( \hat{\beta} = (x'x)^{-1} x'y \).

After the model parameters \( p \) and the value of the order \( q \) are determined, it can be predicted according to the historical data.
Algorithm Implementation and Analysis

A. Algorithm implementation

The prediction step of the trend prediction algorithm based on time series are mainly the following steps:

- Network performance parameters selection. According to the relevant authority national standards and industry standards, the field of experimental data, a large number of literature data and expert advice, choose to reflect the network operation state of network management performance parameters.
- Network management performance data acquisition. To obtain the specified network performance data from the north to the interface of the optical transmission equipment network management.
- Time series. In the sampling period, the performance data of the network management performance data is collected, and the time series of the characteristic values of the parameters are arranged according to certain time interval.
- Time series decomposition. By analyzing the sample of time series, the trend term, periodic term and random term of time series are decomposed.
- Calculation of partial forecast value. For three different types of decomposition, the forecast values are estimated respectively according to their respective forecasting models.
- Final forecast value calculation. According to the time series addition model, calculate the final forecast value, and cross validation with the real value.

B. Case analysis

In optical transmission equipment, there are a lot of performance parameters which affect the operation quality of communication network and the service quality. Including background block error, error code block, bit error rate, unavailable seconds, FEC, FEC, CRC, pointer modification count, protection switching count, temperature, input optical power, optical output power and laser bias current rate, as in figure. Among them, bit error rate and optical power is an important index to measure the quality of signal transmission in communication network.

The optical power transmission value of a practical power communication net optical transmission device is used as the sample. Within a year, 365 sets of data were collected for 24 hours.

Based on the time series of the trend prediction algorithm steps are as follows:

The trend term $M_t$ is decomposed by the sliding average algorithm, and the prediction data of the trend term is obtained by using the least square regression method. The order is the 8 time.

Periodic term $S_t$ is obtained by means of multi period superposition, and then the prediction of subsequent periodic data is carried out using continuation method.

Random terms $I_t$ was obtained by $X_t - M_t + S_t$, and then using ARMA (p, q) model to obtain the random data.

Through time series addition model $X_t = M_t + S_t + I_t$, the final forecast value was obtained. The accuracy of the forecasting method is verified by cross correlation.

![Forecast data with actual data comparison chart](image.png)
As shown in Figure 2, through cross correlation, the experimental results show that the trend of prediction and the actual monitoring trend are in good agreement, and have good practicability.

**Conclusion**

The existing fault diagnosis idea is based on the fault symptom, using the characteristic parameters of the condition monitoring and fault diagnosis of the fault knowledge base to classify and identify the equipment failure, to judge the location of the equipment, the nature and the extent of the fault, and the development trend of the equipment failure.

In this paper, we start with the characteristics of the normal operating state of the communication network, and establish the communication network energy trend forecast model based on the time series. Real time performance data of communication network is used to verify the model and algorithm. The results show that the forecast trend has a good agreement with the actual monitoring trend, which can meet the potential anomaly of the early warning network, and has good practicability and application prospect.
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