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Abstract—For two-sensor system with colored measurement noises, based on the classical Kalman filtering method, distributed weighting fusion method and the covariance intersection (CI) fusion method, a CI fusion steady-state Kalman smoother is presented, which is independent of the unknown cross-covariance. It is difficult or complex to compute the cross-covariance in most cases. The accuracy comparison of the CI fusion Kalman smoother with three classical distributed weighting fusion Kalman smoothers which are weighted respectively by matrices, diagonal matrices, and scalars is proven, i.e., its accuracy is higher than that of each local Kalman smoother, and lower than that of optimal fuser weighted by matrices with known cross-covariance. The formula of the actual smoothing error variance of the CI fuser is given and the geometric interpretation of the above accuracy relations is presented based on the covariance ellipses. The Monte-Carlo simulation results show its effectiveness and correctness.
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I. INTRODUCTION

With the high-accuracy requirement of the estimation for the state or signal in many high-technology fields including tracking, defense, signal processing [1] and so on, the multi-sensor information fusion has been applied to these corresponding fields in recent years.

Unified fusion rules for the optimal linear estimation fusion and several distributed weighting state fusers were presented in [2-5], where the three distributed weighting fusers have the accuracy relations: the accuracy of the fuser weighted by matrices is higher than that of the fuser weighted by scalars, and the accuracy of the fuser weighted by diagonal matrices is between of them. However, all of the above weighting fusers have the limitation that in order to compute the optimal weights, the computation of the cross-covariances between the local estimation errors is required, while the cross-covariances are usually unknown [6] or their computation is very complex [7] in many applications. In order to overcome this limitation, the covariance intersection fusion method has been presented and developed in [6,8,9] which can solve the fused filtering problems with unknown cross-covariances, and have the consistency and robustness. In this paper, a CI fused Kalman smoother is presented for the two-sensor system with colored measurement noises and with unknown cross-covariances, its accuracy relations among the local Kalman smoother, the CI fuser and three distributed weighting fusers are proven.

II. THE LOCAL AND DISTRIBUTED WEIGHTING FUSION STEADY-STATE KALMAN SMOOTHERS

Consider the two-sensor system with colored measurement noises

\[ x(t+1) = \Phi x(t) + \Gamma w(t) \]  
[4]

\[ y_i(t) = H_i x(t) + v_i(t), \quad i = 1, 2 \]  
[5]

where \( t \) is the discrete time, \( x(t) \in \mathbb{R}^n \) is the state, \( z_i(t) \in \mathbb{R}^m \) is the \( i \)th measurement, \( w(t) \in \mathbb{R}^r \), \( \eta_i(t) \in \mathbb{R}^r \) are the input white noise and colored measurement noise, and \( \xi(t) \) and \( \eta(t) \) are independent white noise with zero mean and variance \( Q_\xi \) and \( Q_\eta \), respectively. \( \Phi, \Gamma, H_i, c_i \) are the matrices with corresponding dimensions.

The system (1), (2) and (3) can be transformed to the system with white noise by the corresponding transformation

\[ x(t+1) = \Phi x(t) + \Gamma w(t) \]  
[4]

\[ y_i(t) = H_i x(t) + v_i(t), \quad i = 1, 2 \]  
[5]

where

\[ y_i(t) = z_i(t) - c_i z_i(t), \quad H_i = H_i \Phi - c_i H_\eta, \]  
[6]

\[ v_i(t) = H_i \Gamma w(t) + \xi(t), \quad i = 1, 2 \]  
[6]

Obviously, \( v_i(t) \) is the white noise which is related to input noise \( w(t) \), and \( v_i(t) \) and \( v_j(t) \) are also related when \( i \neq j \). Define \( E[v_i(t)v_j^\top(t)] = Q_{vi} \), \( E[w(t)v_i^\top(t)] = S_i \), \( E[v_i(t)v_j^\top(t)] = R_{ij} \), we have

\[ Q_{vi} = Q_\xi H_i \Gamma^\top H_i^\top + Q_{\eta_i}, \quad S_i = Q_\xi \Gamma^\top H_\eta, \]  
[7]

\[ R_{ij} = Q_\xi H_i \Gamma^\top H_j^\top, \quad i \neq j \]  
[7]
The objectives are to find the local and CI fused steady-state Kalman smoothers \( \hat{x}_i(t | t+N) \) and \( \hat{x}_s(t | t+N) \), \( N > 0 \) and the three distributed weighting fused steady-state Kalman smoothers \( \hat{x}_m(t | t+N) \), \( \hat{x}_s(t | t+N) \), \( \hat{x}_n(t | t+N) \), \( N > 0 \), which means the weighted fuser weighted by matrices, diagonal matrices and scalars, respectively.

**Lemma 1**[10]. For the two-sensor system (4) and (5), the local steady-state Kalman state predictor \( \hat{x}_i(t | t-1) \) of the \( i \)-th sensor is given by
\[
\hat{x}_i(t | t-1) = \Phi \hat{x}_i(t | t-2) + K_p \epsilon_i(t | t-1)
\]
where the predicting error variance \( \Sigma_i \) satisfies the steady-state Riccati equation
\[
\Sigma_i = \Phi \Sigma_{ji} \Phi^T - [\Phi \Sigma_{ji} H^T + \Gamma S_j (H \Sigma_{ji} H^T + Q_{ji})^{-1}] \times
[
\Phi \Sigma_{ji} H^T + \Gamma S_j + \Gamma Q_{ji} \Gamma^T
\]
and the optimal Kalman state smoother \( \hat{x}_i(t | t) \) of the \( i \)-th sensor is given by
\[
\hat{x}_i(t | t) = \hat{x}_i(t | t-1) + \sum_{k=1}^{N} K_i(k) \epsilon_i(t+k), N > 0
\]
where the optimal weighted coefficients \( a = [a_1 \cdots a_N] \) is given as
\[
a = \frac{e^T (P_\Sigma^{-1})^{-1} e_i}{e_s^T (P_\Sigma^{-1})^{-1} e_i}
\]

The optimal Kalman smoother \( \hat{x}_i(t | t+N) \), \( N > 0 \) weighted by matrices is given by
\[
\hat{x}_i(t | t+N) = \sum_{i=1}^{N} \Omega_i \hat{x}_i(t | t+N), N > 0
\]
where the optimal weighted matrices \( \Omega_i \) and fused error variance \( P_\Sigma \) are given by
\[
[P_\Sigma] = (e^T P_\Sigma^{-1} e_i)^{-1} e_s^T P_\Sigma^{-1}, N > 0
\]

The component expression of \( \hat{x}_i(t | t+N) \), \( \hat{x}_s(t | t+N) \) is given by
\[
\hat{x}_i(t | t+N) = \sum_{i=1}^{N} a_i \hat{x}_i(t | t+N), \hat{x}_s(t | t+N)
\]
where the optimal weighted diagonal matrices \( A_j \) is given as
\[
A_j = \begin{bmatrix} a_{j1} & \cdots & a_{jm} \\ \cdots & \cdots & \cdots \\ a_{j1} & \cdots & a_{jm} \end{bmatrix}, j = 1, 2
\]

The corresponding optimal fused error variance \( P_s \) is given by
\[
P_s = \sum_{i=1}^{N} a_i P_i
\]
\[ \hat{x}_d(t | t+N) = \sum_{i=1}^{n} a_i \hat{x}_i(t | t+N), \quad l = 1, \ldots, n \]  

where the optimal weighted coefficient vector is  
\[ a_i = \frac{e_i^T(P^*)^{-1}}{e_j^T(P^*)^{-1} + e_k^T(P^*)^{-1}} \]  

where \( e_i^T = [1 \quad \cdots \quad 1] \) and defining  
\[ P^i = \begin{bmatrix} P_{i1} & P_{i2} & \cdots & P_{iN} \\ P_{i1} & P_{i2} & \cdots & P_{iN} \\ \vdots & \vdots & \ddots & \vdots \\ P_{i1} & P_{i2} & \cdots & P_{iN} \end{bmatrix} \]  

where \( P_{ij} \) is the \((i,j)\)th diagonal component of \( P \), and the optimal component fused error variance \( P_d \) and the optimal fused error variance \( P_a \) are given by  
\[ P_a = [e_i^T(P^*)^{-1} e_j]^{-1}, \quad l = 1, \ldots, n, \quad P_a = \sum_{i=1}^{n} \sum_{j=1}^{n} A_i P_i A_j^T \]  

III. THE CI FUSED KALMAN SIGNAL SMOOTHER

For the two-sensor system (4) and (5), when local steady-state filtering error variance \( P \) is known, but the cross-covariance \( P_y \) is unknown, the CI fused Kalman smoother \( \hat{x}_{ci}(t | t+N), N > 0 \) is given by  
\[ \hat{x}_{ci}(t | t+N) = P_{ci}[\omega P_{ci}^{-1} \hat{x}_i(t | t+N) + (1-\omega)P_{ci}^{-1} \hat{x}_i(t | t+N)], \quad N > 0 \]  

where \( P_{ci} \) is defined as  
\[ P_{ci} = [\omega P_{ci}^{-1} + (1-\omega)P_{ci}^{-1}]^{-1} \]  

where \( \omega \in [0, 1] \) and minimizes the performance index  
\[ J = \min_{\omega} \text{tr}(P_{ci}^{-1}) = \min_{\omega} \text{tr}[(\omega P_{ci}^{-1} + (1-\omega)P_{ci}^{-1})^{-1}] \]  

where the notation \( \text{tr} \) denotes the trace of matrix. The optimal weighted coefficient \( \omega \) can be obtained by the gold section method or the Fabonacci method [11].

Defining \( P_a \) is the actual smoothing error variance matrix of CI fused Kalman smoother, when \( P \) is known, but \( P_y \) is unknown, the references [6,9] have proven that \( P_{cl} \) which is defined in (37) and (38) is an upper common bound of \( P_{ci} \), i.e.  
\[ P_{cl} \leq P_{ci} \]  

From (37), we can obtain \( P_{ci} = \omega P_{ci}^{-1} x(t) + (1-\omega)P_{ci}^{-1} x(t) \), which yields  
\[ x(t) = P_{ci} [\omega P_{ci}^{-1} x(t) + (1-\omega)P_{ci}^{-1} x(t)] \]  

Subtracting (36) from (40), we can get the actual smoothing error  
\[ \hat{x}_{ci}(t | t+N) = P_{ci} [\omega P_{ci}^{-1} \hat{x}_i(t | t+N) + (1-\omega)P_{ci}^{-1} \hat{x}_i(t | t+N)], \quad N > 0 \]  

The actual fused smoothing error variance \( P_{cl} = E[\hat{x}_{ci}(t | t+N)\hat{x}_{ci}(t | t+N)] \), where \( E \) denotes the mathematical expectation, \( T \) denotes the transpose. Substituting (41) into \( P_{ci} \) yields  
\[ P_{cl} = P_{ci} [\omega(\omega P_{ci}^{-1}) + (1-\omega)P_{ci}^{-1} P_{ci}^{-1} + (1-\omega)^2P_{ci}^{-1} P_{ci}^{-1} \]  

IV. THE ACCURACY COMPARISON OF CI FUSED SMOOTHER AND THREE WEIGHTED FUSED SMOOTHERS

**Theorem 1.** The local and fused Kalman smoothing error variance and cross-covariance have the relation as following  
\[ P_a \leq P_{cl}, \quad P_{ci} \leq P_a, \quad i = 1, 2, N > 0 \]  

**Proof.** According to the unbiasedness of local estimators, \( \hat{x}_i(t | t+N), i = 1, 2 \), and the fused estimator \( \hat{x}_{ci}(t | t+N) \), \( \hat{x}_{ci}(t | t+N), N > 0 \) are also unbiased. The linear minimum variance unbiased fused estimator weighted by matrices (22) has the property that its error variance matrix is less than or equal to any other linear unbiased estimation error variance matrix weighted by matrices, and (37) is a linear unbiased estimator weighted by matrices, so we have \( P_a \leq P_q \) and \( P_m \leq P_{ci} \). References [8,9,10] have proven that \( P_{ci} \leq P_{cl} \). The proof is completed.

**Theorem 2.** The local and fused Kalman smoothing error variances have the accuracy relation  
\[ \text{tr}P_n = \text{tr}P_m = \text{tr}P_q, \quad i = 1, 2, N > 0 \]  

**Proof.** Reference [10] have proven that (44) holds. According to (39), taking \( \omega = 0 \), we have \( J = \text{tr}P_n \), and taking \( \omega = 1 \), we have \( J = \text{tr}P_q \). Hence the optimal weighting coefficient \( \omega \in [0, 1] \) yields \( \text{tr}P_n = \text{tr}P_q, \quad i = 1, 2 \). According to (43), \( \text{tr}P_m \leq \text{tr}P_q \), \( \text{tr}P_{ci} \leq \text{tr}P_{cl} \), and (45) holds. The proof is completed.

V. SIMULATION EXAMPLE

Consider the two-sensor tracking system with colored measurement noises  
\[ x(t+1) = \Phi x(t) + \Gamma w(t) \]  
\[ z_i(t) = H x_{ci}(t) + \eta_i(t), \quad i = 1, 2 \]  

where \( w(t) \) and \( \xi_i(t) \) are independent Gaussian white noises with zero mean and variances \( Q \) and \( Q_i \), respectively. The problem is to obtain the local and fused smoother \( \hat{x}_i(t | t+N), i = 1, 2, CI, m, s, d, N = 1 \), and compare their accuracy relations. In simulation, we take \( T_0 = 0.5 \),  
\[ \Phi = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \Gamma = \begin{bmatrix} 0.5T^2 \omega \\
T_0 \end{bmatrix}, \quad H_0 = \begin{bmatrix} 1 & 0 \end{bmatrix}, \quad c_1 = 0.85, \quad c_2 = 0.1, \quad Q_i = 2.5, \quad Q_0 = 0.16, \quad Q_{cl} = 1.1. \]  

Using gold section method, the CI fused weighting coefficient \( \omega = 0.41725 \).

In order to give a geometric interpretation of the accuracy relations, the covariance ellipse for a variance matrix \( P \) is
defined as the locus of points \( \{ x : x^T P^{-1} x = c \} \) where \( c \) is a constant. In the sequel, \( c = 1 \) will be assumed without loss of generality. It was proved[6] that \( P_a \leq P_b \) is equivalent to that the ellipse for \( P_a \) is enclosed in the ellipse for \( P_b \). The accuracy comparison by the covariance ellipses is shown in Fig. 1. From the accuracy relations (43), the ellipse for \( P_a \) is enclosed in the ellipses for \( P_{CI}, P_i, i = 1, 2, \) the ellipse for \( P_{CI} \) is enclosed in the ellipse for \( P_i \), and the ellipse for \( P_{CI} \) encloses the intersection of the ellipses for \( P_i \) and \( P_j \) [9].

Define the mean square errors (MSE) at time \( t \) as

\[
\text{MSE}_i(t) = \frac{1}{M} \sum_{j=1}^{M} (\hat{x}_j(t | t + N) - x_j(t))^2 (\hat{x}_j(t | t + N) - x_j(t)),
\]

\[M = 300, i = 1, 2, CI, m, d, s, \quad (49)\]

where \( \hat{x}_j(t | t + N) \) and \( x_j(t) \) denote the \( j \)th realization of \( \hat{x}_i(t + N) \) and \( x_i(t) \), respectively. According to the ergodicity of the sampled correlation function, it follows that \( \text{MSE}_i(t) \to \text{tr} P_i, \text{MSE}_{CI}(t) \to \text{tr} P_{CI} \), as \( M \to \infty, t \to \infty, i = 1, 2 \)

\[ (50)\]

where (49) and (50) are close to that of the optimal fuser weighted by matrices and diagonal matrices, so it has good performance.

Fig. 1. The covariance ellipses for \( P_{CI} \) and \( P_i \) for \( i = 1, 2, m, d, s, CI \) and \( \text{tr} P_{CI} \).

The results are shown in Fig. 2., where the straight lines denote \( \text{tr} P_i \), \( i = 1, 2, CI, m, d, s \), and \( \text{tr} P_{CI} \), the curves denote the corresponding MSE \( (t) \). We see that the straight line \( \text{tr} P_{CI}(0.45734) \) is very closed to the line \( \text{tr} P_{CI}(0.45779) \), so the two straight lines are almost overlapping, and the accuracy relation (40) holds. Since the curve of MSE \( (t) \) is close to that of the CI fuser, so the actual accuracy of the CI fuser is close to that of the optimal filter.

VI. CONCLUSION

For the two-sensor system with colored measurement noises and with unknown cross-covariances, a CI fusion steady-state Kalman smoother is presented, which can avoid the computation of cross-covariances. It is proven that its accuracy is higher than that of each local smoother, and is a little lower than that of the optimal fuser weighted by matrices with known cross-covariances. The simulation results show that its accuracy is close to that of the optimal fuser weighted by matrices and diagonal matrices, so it has good performance.

Fig. 2. The comparison of MSE \( (t) \) and tr\( P_i (i = 1, 2, CI, m, s, d) \) and tr\( P_{CI} \).
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