The Vehicle Location Method Based on Artificial Neural Networks
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Abstract. This paper introduces an GPS(Global Position Systems) location method based on articial neural networks. Because the signal of GPS receiver is usually influenced surrounding environment, is difficult to obtain continuous and exact location data. A method based on Artificial Neural Network (ANN) is used to predict short time location information to guarantee real-time accurate navigation information. Simulation results have shown that the given method can obtain a certain precision and the approach is applicable.

Introduction

In recent years, vehicle location technology already has received the results in many ways. One of the most popular is the use of GPS for vehicle location, which provides global coverage, all day and free standard timing, navigation and positioning services under more favorable circumstances and gets high accuracy vehicle position and speed information. However, this technique also has some defects [1-3]. The most important is the GPS signal will be influenced by high-rise buildings, tunnels, overpasses, trees and other surface features such as reflection and shadowing. GPS receiver in-car receives satellite signals with serious the multipath effect, therefore, only using GPS to achieve accurate continuous positioning is not possible. Based on consideration of these issues, it is hoping to obtain continuous position while using some other methods to make up for its shortcomings in order to ensure accurate positioning of the vehicle. Navigation system and map matching algorithms are employed by people often to complement with GPS positioning, to ensure continuous positioning. However, some of these methods need installing the more expensive instruments on the vehicle, moreover, map data processing often rely on real-time and accuracy [4-6]. Different form the papers mentioned above, this article use neural network method to predict results of GPS location within a certain distance to improve the positioning accuracy of GPS.

Artificial neural network theory

Artificial neural network is not necessary to solve the problem by modeling, but it is able to rebuild any nonlinear continuous function and can approach any of the functions with arbitrary precision. Using a neural network approach avoids the tedious routine modeling and neural network model has good adaptive and self-learning ability, strong anti-interference ability, and it makes neural networks obtain popular attention in predicting field. Because of trees planted, tunnels and high-rise buildings and other factors, GPS signal of the vehicle is weak, GPS positioning system is not working properly. In this time, it can use of the results of the neural network of autonomous positioning to maintain normal navigation. In addition, when the system due to the small number of visible GPS satellite, positioning accuracy is low, but also the use of neural networks to predict results within a certain distance of a high accuracy to improve positioning accuracy of GPS. Therefore, the combination of GPS and artificial neural network can solve the low positioning accuracy problems of vehicle in a short time. This paper gives the framework of BP neural network.
model suitable for GPS positioning, uses conjugate gradient algorithm to improve the network's training speed and precision, and the algorithm is faster computing, is in favor of navigation and positioning of real-time data processing. Therefore, this GPS positioning algorithm based on neural network to obtain location information can improve timeliness and accuracy of location.

Model and structure of neural network

During the artificial network designing, we should determine the number of layers of the network, the number of neurons in each layer, the input and output points and activation function, and the initial value of the learning rate, etc. In this paper, we use BP neural network. Increase the number of layers is mainly to further reduce errors, improve accuracy, but also make the network complexity, increase the training time network weights and thresholds. In fact, to improve the accuracy can be achieved by increasing the number of neurons in the hidden layer to get their training effect is easier to observe and adjust than increasing the number of layers. It is generally considered to have just one hidden layer, this paper is the use of a hidden layer.

One part of the input is the receiver position coordinates of the last time, the other two parts of the input are the pseudo-range and pseudo-range correction value of satellite. The number of output nodes depends on the position coordinate components of the moment. We can apply of four satellites to obtain three-dimensional coordinates of the target. In this paper, we use 11 neurons in the input and 3 neurons in the output layer.

The number of neurons in the hidden layer can be obtained by the following formula:

\[ N_2 \geq \log \frac{T}{2} \]  

Where \( N_2 \) is the number of neurons in hidden layer; \( T \) is the dimension of training samples.

The Network structure is given by Fig.1, including correction values of pseudo range at \( t \) time (4 Variables), the pseudo range values at \( t \) time (4 Variables), and the position coordinate components of receiver (3 Variables) input layer, 12 neurons in a hidden layer and 3 neurons in the linear output layer standing for position coordinate components at \( t \) time.

![Fig 1. model configuration of BP networks](image)

BP algorithm has two major problems in the actual use, that is slow convergence speed and local minima of the objective function. The approach of improvement usually has two kinds: using a heuristic learning method or using a more effective method of optimization. In this paper, we use the momentum method and the learning rate adaptive adjustment strategy provided by MATLAB toolbox to improve the learning speed and increase the reliability of the algorithm.

We use improved algorithm

\[ w(k + 1) = w(k) + \alpha[(1 - \eta)D(k) + \eta D(k - 1)] \quad (2) \]

where \( w(k) \) is a single weight, also can be expressed as the negative gradient weight vector, \( D(k) = \frac{\partial E}{\partial w(k)} \) is the negative gradient of \( K \) moment, \( D(k - 1) \) is the negative gradient of \( k-1 \) moment, \( \alpha \) is the learning rate, \( \alpha > 0 \), \( \eta \) is momentum factor \( 0 \leq \eta \leq 1 \), The added momentum can reduce the vibration trend of the learning process and improve the convergence of algorithm.

The improved algorithm uses adaptive learning rate:

\[ w(k + 1) = w(k) + \alpha(k)D(k) \quad (3) \]
\[
\alpha(k) = 2\lambda\alpha(k-1) \quad (4)
\]
\[
\lambda = \text{sign}[D(k)D(k-1)] \quad (5)
\]

Simulation of GPS positioning model based on BP neural network

BP artificial neural network nonlinear function approximation function is actually a generalized internal function interpolation. Thus, for a given navigation area, we should select an appropriate number of observation points in and around the central region, and more than one hour of continuous acquisition of sample data to train the network. This makes the network get more knowledge of the region, to improve the navigation and positioning accuracy. We use the coordinate data conversion software pieces will convert downloaded onto a Cartesian coordinate system.

We use the coordinate data conversion software pieces to convert downloaded navigation message into the data of cartesian coordinate. After obtaining the sample data vector, wherein the order of magnitude due to the difference of each index different from each other, each vector in the original sample is large, in order to facilitate the calculation part and prevents neuronal reached saturation, in the study of the sample input and output normalized treatment. The data processing for the data \([0,1]\).

There are many forms of normalization method used here the following formula:

\[
x^* = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \quad (6)
\]

Here we have chosen the 20 sets of data, of which 18 samples are the training group, the two groups are a test sample.

When using a single hidden layer BP network location prediction, we use 11 neurons 11-dimensional the input layer, 12 neurons in the middle layer, and three neurons in the output layer. The network in accordance with the general design principles, the middle layer neuron transfer function can be set to the S-tangent function, the output has been normalized to the interval \([0,1]\), and therefore, the output neuron transfer function can be set up as S-type logarithmic function.

When using a single hidden layer of BP network location prediction, since the input sample is 11-dimensional input vector, the input layer, a total of 11 neurons in the middle layer takes 12 neurons, the network has three output data, the output layer for three neurons, and therefore, should the network structure 11 * 12 * 3. The network in accordance with the general design principles, the middle layer neuron transfer function can be set to the S-tangent function, the output has been normalized to the interval \([0,1]\), and therefore, the output neuron transfer function can be set up as S-type logarithmic function. The number of neurons in the middle layer is difficult to determine, which in turn significantly affect network performance prediction, first take the 12, and then observe the network performance, after going 10 and 15 respectively, and in this time compare the predicted performance, examine the effect of the number of neurons in the middle layer of the network performance. When the network's most-hour forecast error, the number of neurons in the middle layer of the network is the best value, where 12 is the best to take. BP neural network training results by using MATLAB have been shown in Figure 2.

![Fig 2. training process of BP networks](image)
The variables after 100 training target error network meet the requirements. After network training must also take advantage of the other two groups to test the positioning data, 19 sets of data and 20 sets of data and error test results are shown in Table 1 and Table 2 below:

<table>
<thead>
<tr>
<th>Table 1. the result and error of the nineteenth group data</th>
</tr>
</thead>
<tbody>
<tr>
<td>X ( m )</td>
</tr>
<tr>
<td>Actual value</td>
</tr>
<tr>
<td>Predicted value</td>
</tr>
<tr>
<td>Error</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. the result and error of the twentieth group data</th>
</tr>
</thead>
<tbody>
<tr>
<td>X(m)</td>
</tr>
<tr>
<td>Actual value</td>
</tr>
<tr>
<td>Predicted value</td>
</tr>
<tr>
<td>Error</td>
</tr>
</tbody>
</table>

From the simulation, the GPS location method based on artificial neural network can effectively reduce the errors of location.

**Conclusion**

This paper provides a GPS navigation and position method based on the neural network. The method is easy to implement and can be processed in parallel, and obtains good performance and high positioning accuracy. The simulation results have shown that the GPS location method based on artificial neural network is effective and feasible.
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