Novel Method of Face Feature Extraction and the Realization based on DSP
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Abstract. Face recognition is an attractive article in pattern recognition and artificial intelligence field. From the actual requirements, the DSP hardware structure is introduced, two feature extraction algorithms are used; and then a method is proposed. The method is based on combination Discrete Wavelet Transform (DWT) with Principal Components Analysis (PCA) and Linear Discriminant Analysis (LDA), and nearest neighbor is used as a classifier. The results evaluated using the classification and recognition of ORL face database. Finally in order to verify the real-time, CCS development environment optimization program is used to achieve the algorithm in DSP platform. Experimental results demonstrated that recognition rate and recognition speed are all satisfactory improvement.

Introduction

In recent years, biometric technologies have been widely applied in the field of public safety and financial services, and as a booming new industry. Face recognition is an important biometric identification technology and its great prospect has increasingly become a hot research topic in the current field of pattern recognition[1]. Face as the main facial features, has features of directly, friendly, convenient and informative, as the most directly means of authentication. Feature extraction[2] is an important step in face recognition, it will directly affect the classification results. Traditional face recognition systems are accomplished by large-scale or ultra LSI, the graphics workstation or microcomputer fulfill device driver and image acquisition, make image acquisition depends on the large equipment, slower, less real-time, the price is more expensive.

The Digital Signal Processor (DSP) is the core of high-performance system, stability, repeatability, can be large-scale integration and so on, not only has the programmability and real-time run much faster than general-purpose microprocessor, giving the image real-time processing has brought tremendous development[3]. From the practical, TI company DM642 chip as hardware core, integrated development software CCS (Code Composer Studio) as software platform, a novel method for face feature extraction be proposed, the program can be used in real-time.

Facial Feature Extraction Algorithm Theory

DWT Algorithm. Wavelet analysis is considered to be a major breakthrough in mathematical analysis and methods, it is superior to the Fourier Transform because that it has good localization properties in time domain also frequency domain. Its essence is to use a set of multi-scale high-pass and low-pass filters for filtering, the signal’s low-frequency part and high frequency part are decomposed into different frequency bands, then for further analysis and processing[4], it become a powerful tool for image analysis and signal processing.
In order to processing image data facilitated, image processing should be data processing appropriately, just select some point in time, as well as discrete points, the continuous wavelet discretization, usually take the wavelet two-dimensional discrete processing in the process of computer realization. After this discretization will get wavelet and corresponding wavelet transform are called discrete wavelet transform.

Two-dimensional wavelet is composed of a two-dimensional scaling function \( \phi(x, y) \) and three dimensional wavelet function, they are \( \phi^H(x, y), \phi^V(x, y) \) and \( \phi^D(x, y) \). Each is product of one-dimensional scaling function \( \phi(x) \) and wavelet function \( \phi(x) \). Therefore obtain four product function are separable scale and wavelet function details of horizontal, vertical and diagonal. In general and \( \phi^i \) and three separable in the direction sensitive wavelet changed along the line direction, such as horizontal edges; \( \phi^i \) and changed along the diagonal.

These wavelet function changed along the different directions of the image gray, for example \( \phi^H(x, y) \) changed along the column direction, such as horizontal edges; \( \phi^V(x, y) \) changed along the line direction, such as as vertical edges; \( \phi^D(x, y) \) changed along the diagonal.

For the size of \( N \times M \) image \( f(x, y) \) discrete wavelet transform is

\[
W_\phi(j_0, m, n) = \frac{1}{\sqrt{MN}} \sum_{j=0}^{M-1} \sum_{y=0}^{N-1} f(x, y) \phi_{j_0, m, n}(x, y)
\]

\[
W_\phi(j, m, n) = \frac{1}{\sqrt{MN}} \sum_{j=0}^{M-1} \sum_{y=0}^{N-1} f(x, y) \phi_{j, m, n}(x, y)
\]

\( i = \{H, V, D\}, \) \( j_0 \) is arbitrary starting scale, \( W_\phi(j_0, m, n) \) factor is defined \( f(x, y) \) approximation in scale of \( j_0, W_\phi(j, m, n) \) coefficient for the \( j \geq j_0 \) details of horizontal, vertical and diagonal. In general \( j_0 = 0, N = M = 2^l, j = 0, 1, 2, ..., J-1, m, n = 0, 1, 2, ..., 2^l-1 \).

An images can be viewed as two-dimensional matrix, it can be supposed that the size of the image matrix is \( N \times M, N = 2^n \) (\( n \) is non-negative integer). After each Wavelet Transform, image is decomposed into four quarter-size images, they are all generated by the original map and a little Porgy Figure like the inner product, then in rows and columns direction for 2 times interval sampling. Figure 1 shows schematic diagram of the wavelet decomposition.

**Fig. 1** two-dimensional discrete wavelet transform decomposition diagram

Figure 2 shows the wavelet decomposition process of the Yale face database a human face, the low frequency component of two-dimensional decomposition is the original image’s 1/16. It can be seen from Figure 2, the most information of the face image is concentrated in low-frequency part. An image for n-dimensional wavelet transform[5], the low-frequency sub-band is only the original size’s \( 1/2^{2n} \). This is not only reduce image dimension, but also achieve purpose of reducing the complexity of the follow-up algorithm.

This article first make face images to two-dimensional wavelet decomposition, then take the low-frequency part for subsequent feature extraction and recognition.

**Fig. 2** face image wavelet decomposition

(a) Original image (b) one-wavelet decomposition (c) two-wavelet decomposition (d) low frequency components

**Eigenface Method.** Eigenface method, also known as Principal Component Analysis (PCA), is a statistical method based on the overall gray, whose basic principle is use KL transform of face images[6]. Assuming that the face is in a low-dimensional data space, and different expression has the separability, the face images by KL transform to obtain a new set of orthogonal basis. If eigenvalues of the KL transform matrix sorted in descending order \( \lambda_1 \geq \lambda_2 \geq ... \geq \lambda_m \), then the corresponding
that the face image is decomposed into a number of feature vectors, these vectors are arranged out of the features of "human face" so that they are called "eigenface". And original facial image can be reconstructed from the part of the weighting coefficient of eigenface. Fig. 3 gives the experimental principal components of the ORL face database[7]. Selected former main feature vector of $m (m<M)$ as the orthogonal basis, training samples and identified images were projected onto the new $m$-dimensional space represented, get projection coefficients to be recognize faces. This time face recognition problem is converted into coordinates coefficient classification problem.

![Fig. 3 Principal components of ORL face database](image)

**Linear Discriminant Analysis.** Linear discriminant analysis (LDA), is an improvement method on the basis of eigenface, whose purpose to make the most discriminant ability of low-dimensional feature to extracted from the high-dimensional feature space, and these low-dimensional feature can make as much as possible to separate different types of samples, as much as possible to together the same class sample, which is to maximize the between-class distribution, to minimize class distribution. Assume that belongs to the class $c$ N-facial image $\{X_1, X_2, \ldots, X_N\}$, the between-class scatter matrix, $S_b = \sum_{i=1}^{c} N_i (m_i - m)(m_i - m)^T$, within-class scatter matrix $S_w = \sum_{i=1}^{c} \sum_{x_i \in X_i} (x_i - m_i)(x_i - m_i)^T$. $m_i$ is mean of $c_i$ class sample, $m$ is mean of all samples. LDA method, the goal is to get a projection direction $W_{opt}$, which make the ratio between class dispersion and within-class dispersion is maximum, to meet $J(W_{opt}) = \arg \max \frac{|W^T S_b W|}{|W^T S_w W|}$.

However, in practical applications, usually does not use this method for facial feature extraction directly, which is prone to small sample size problem, the number of training samples is much less than the dimension of image vector, caused the within-class scatter matrix $S_w$ is singular.

In order to solve this problem, improved method is combination PCA with LDA, Fisherfaces method[8], also known as FLD method. In this method, first used PCA method to reduce the dimensionality of the original face images, then face images projected onto a low-dimensional feature subspace, in order to ensure the sample within-class dispersion matrix non-singular, then in this feature subspace use LDA method, training a classifier for optimal discrimination.

**The Steps of Algorithm Implementation .** The entire recognition process is divided into two stages, namely training phase and recognition phase.

For the training phase:

1. First, all the training sample are pretreatment, before generation of eigenface, the face image by two-dimensional discrete Wavelet Transform to extract the low-frequency sub-image instead of original image. If the original training samples is $N$, for one-Wavelet Transform, a picture is broken down into four different frequency bands subgraph can get $4N$ sub-image. Due to the low-frequency sub-image with good stability, and also reduces the computation amount.
(2) Calculation eigenface face database, the low frequency sub-images of each training samples for PCA transform, to construct the eigenface subspace. With such a dimension reduction subspace, any one face image is mapped to the sub-space corresponds to a point in the subspace; At the same time, any point in the subspace corresponds to an image, thus serve as the basis for face recognition.

(3) On this basis, calculate of the LDA method feature subspace and characteristic coefficient vector library.

For the recognition phase:

(1) Determine one identify object, first for test image preprocessing, including image normalized, gray-scale transformation, binarization and so on.

(2) The processing identify face images, first for corresponding wavelet transform decomposition of the layers and the training sample, and then the low-frequency part projected into the corresponding feature subspace.

(3) Last using the nearest neighbor recognition, to calculate the Euclidean Distance between the test image and all training sample, when the shortest distance description the recognized image may be someone in the library; To determine to be recognized image is someone person, required similarity $S$ to further judgment. Compare similarity $S$ with the human face similarity threshold $\theta$, if $S > \theta$, determine the test image to one person in the library.

Identification method based on the above steps, algorithm flow chart is shown in Figure 4.

System implement base on the DSP platform

System Hardware Components. Within the DSP chip uses the Harvard architecture of program and data separately, dedicated hardware multiplier, and use pipelining. In the architecture using Very Long Instruction Word (VLIW) architecture. The TMS320DM642 is TI’s a powerful DSP chip in the field of multimedia processing, mainly for digital media. It’s clocked at 720MHz, with six parallel arithmetic logic unit and two parallel hardware multiplier, and a 64 External Memory Interface (EMIFA), its high-speed Digital Signal Processing capability has an irreplaceable advantage.

Based on the DM642 face recognition system block diagram shown in Figure 5. The system is core of DM642, composed of video input, video output, and memory modules.

Algorithm Optimization. In the design of software, not only to achieve the basic system functions but also consider the performance of programs, so that the entire software system can be run under the optimal and the most rapid. In order to achieve real-time face recognition, the key is how to ported the algorithm into the DSP. Very large amount of computation in the algorithm, so have to consider first algorithm is optimized.

First, effective use of Pipelining Technology, select the compiler-02 or-03 option, according to the procedure as much as possible to arrangements for software Pipelining, in order to make full use of the software pipelining to improve operational efficiency. Followed by use of the EDMA to move data, due to
limited resources of the DSP chip, the data is stored out the chip, useful data will be move into the chip to use EDMA. It should give full play to the role of cache memory cache, make the data in the cache be reused as much as possible. C64x compiler inline functions, improve program efficiency.

When the original design, the use of the C language development, shorten the development cycle, thereby increasing the efficiency of program development. Due to the special structure of the DSP device\(^{11}\), make that the low efficiency of the C compiler on the platform, compiler-generated assembly code contains a lot of redundant and therefore can not give full play to DSP’s powerful computing capabilities. So, it need to optimized C code.

Use CCS profile tools to analyze C code, if the low performance of C code, you can use the linear assembly optimization\(^{12}\). The entire system using the C language and linear assembly combination of programming. The software programming is divided into three steps: generate C code phase, optimized C code stage, writing linear assembly code stage. Improve system efficiency using the C language, and the main achievement of image processing algorithms and system control, and assembly language to improve system performance, and the main achievement of system initialization and some optimization.

**Software Design.** The system software architecture is similar to system hardware, and also consists of four parts: image acquisition part of the processing section, storage section and output section. Shown in Figure 6. Feature extraction design flow, such as 7.

![Feature extraction design flow](Figure 6 system software flow chart)

**Experimental Result and Analysis**

In the experiments ORL face\(^{13}\) database is used which contains a total of 400 images, 40 individuals. Each person has 10 different images and dimension for each image is 112×92. each of the former 5 (a total of 200) images are regarded as the training sample set, and the remaining 200 images are regarded as testing samples. Using NN classifier for classification\(^{14}\) to calculate the recognition rate. With the increase in the number of training, Table 1 is four ways of PCA, FLD, 2DWT+PCA and 2DWT+FLD changed rate. Table 2 is the training and classification time of different method.

<table>
<thead>
<tr>
<th>Training number</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Average recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>81</td>
<td>84</td>
<td>85</td>
<td>87</td>
<td>88</td>
<td>0.844</td>
</tr>
<tr>
<td>FLD</td>
<td>84</td>
<td>88</td>
<td>90</td>
<td>93</td>
<td>95</td>
<td>0.900</td>
</tr>
<tr>
<td>2DWT+PCA</td>
<td>0.8438</td>
<td>0.8833</td>
<td>0.90</td>
<td>0.95</td>
<td>0.9889</td>
<td>0.9132</td>
</tr>
<tr>
<td>2DWT+FLD</td>
<td>0.9063</td>
<td>0.9333</td>
<td>0.9625</td>
<td>0.9750</td>
<td>1.00</td>
<td>0.9554</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>method</th>
<th>training time</th>
<th>recognition time</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>234.2s</td>
<td>3.12s</td>
</tr>
<tr>
<td>FLD</td>
<td>212.3s</td>
<td>2.49s</td>
</tr>
<tr>
<td>2DWT+PCA</td>
<td>74.84s</td>
<td>2.02s</td>
</tr>
<tr>
<td>2DWT+FLD</td>
<td>60.47s</td>
<td>1.38s</td>
</tr>
</tbody>
</table>

It can be seen from Table 1 experimental results: the FLD linear discriminant has high recognition rate than eigenface method. In this paper, combined the Wavelet Transform with FLD method, which greatly improve the recognition rate. Can be seen from Table 2, using combined method not only improve the recognition rate, at the same time improve the recognition speed.

In this paper, the realization of a complete system for facial feature extraction, and comparative analysis the results. In the experiments carried out in different ways, and experiments show this article wavelet analysis and Fisherfaces combine algorithm is feasible.
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