Application of Artificial Neural Network (ANN) in prediction of crystallization induction period
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Abstract: The induction period (INT) is a measure of the ability of a supersaturated solution to remain the metastable state, and it is a very important parameter to design and optimize the crystallization process. Due to the highly nonlinear dependence of INT on the process parameters such as supersaturation and concentration, the conventional models are difficult to give prediction with high accuracy. More-accurate approaches for predicting INT are greatly needed in the design and operation of industrial crystallization process. Artificial neural network (ANN), as a non-model based prediction method, does not require any assumed special mathematic function to fit the experimental data. ANN was utilized to estimate the experimentally determined INT. The simulation results showed that the ANN could give good prediction of the INT data.

Introduction

Induction period (INT) is the critical parameter for the optimization of crystallization process and designing of crystallizer, which was commonly served as the important tool to estimate the nucleation kinetics for a given crystallization system\textsuperscript{1,2}. However, the INT is especially sensitive to the crystallization process parameters such as temperature, concentration\textsuperscript{3-5}. Therefore, it is essential to establish the INT prediction model to estimate the INT under different crystallization process conditions.

Unlike the traditional models, artificial neural network (ANN) model is not limited to specific mathematical equation, and it is able to simulate almost all nonlinear systems\textsuperscript{6}. Since the ANN simulation method was developed, it has played important role in the development of science and technology\textsuperscript{7}. Due to the strong nonlinear relation between process parameters and INT, it is difficult to describe the dependence of INT on process parameters by general mathematical equations. Therefore, traditional models tend to bring about large errors in prediction of INT.

The present work aims to apply ANN on the prediction of INT which is largely dependent on crystallization process parameters.

Prediction method

The ANN was established by simulating the structure or functional aspects of biological neural networks. A neural network is made up of interconnected artificial neurons, the structure of which is adjusted based on external or internal information that flows through the network during the learning process\textsuperscript{8}.

Among different types of ANN, some reports show the multilayer perceptron (MLP) feedforward networks as a popular model in published works, which consist of an input layer, one or more hidden layers and an output layer\textsuperscript{9}. Some researches demonstrate that neural network with multi-layer is more effective than single-layer neural network to approximate nonlinear relation\textsuperscript{10}.
For this reason, multi-layer neural network was adopted to construct the network in this work, describing the INT as a function of process parameters.

Some literature indicated that the number of hidden layers and the number of processing elements of each hidden layer are important for the accuracy of the simulation results. It has been proved that the ANN model consisting of one hidden layer is able to interpret any nonlinear systems\textsuperscript{11}, and so is believed to give sufficiently good approximations for predicting INT. Therefore, multilayer ANN model with single hidden layer was adopted. As the complexity in the relationship between the input data and desired output increases, the number of the processing elements in the hidden layer should also increase. The number of the processing elements in hidden layer should be determined by comparing the prediction error of each trained ANN with different number of processing elements in hidden layer.

Fig. 1 illustrates generically the architecture of the networks used in this work, in which $X$ is the input vector and $Y$ is the output vector. The parameters $W_1$, $W_2$, $b_1$ and $b_2$ represent weighting matrix of the hidden-layer and output-layer, bias vectors of the hidden-layer and output-layer respectively. $N_1$ represents the hidden-layer parameter vectors, which can be defined as

$$N_1 = W_1 \times X + b_1$$

The hidden-layer propagation function, $f_1(x)$, is expressed as

$$f_1(x) = \frac{2}{1 + e^{-2x}} - 1$$

Its purpose is to send information in the hidden layer to the output layer. The output parameter, $N_2$, can be calculated using the following equation:

$$N_2 = W_2 \times H + b_2$$

The definition of the output-layer propagation function, $f_2(x)$, is

$$f_2(x) = x$$
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**Fig. 1.** Structure of multi-layer network with single hidden layer

In this work, concentration and supersaturation were defined as the input vectors, and INT defined as the output vector. The tansig function was used as the hidden propagation function, and
the purelin function was used as the output propagation function, enabling this ANN model to approximate nonlinear function well.

ANN training was conducted using software MATLAB R2009b developed by MathWorks. In training process of ANN, the values of weights in the model were initialized randomly for the purpose for generating initial model. All weights and biases in the network are obtained through training procedure that was based on the experimentally determined data. When the training error reached the specified level, the training procedure was terminated, and the trained multiple-layer network was then ready to be used for prediction.

To validate the prediction ability of the established ANN model, mean relative error (MRE) defined as follow was used:

\[
MRE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\text{prediction value} - \text{experimental value}}{\text{experimental value}} \right|
\]

Results and discussion

The reliability of prediction results of ANN model is dependent on the number of processing elements in its hidden layers. Therefore, it is necessary to select appropriate number of processing elements. However, it is impossible to determine the number of processing elements directly\(^\text{11}\). The general way to select a suitable number of processing elements is trial. The comparison of MRE of several simulation results indicated that the ANN model with 12 neurons at the hidden layer and 1 neuron in the output layer could give most highly satisfactory result.

As the number of layers and number of units in each layer have been determined, the weights and biases of ANN could be adopted so as to improve the prediction performance of the generated ANN model. The ANN network was trained with limited data obtained from literature. The training results were shown in Tables 1 and 2, and prediction results from the trained network were then validated against test samples.

<table>
<thead>
<tr>
<th>Neuron unit</th>
<th>W1</th>
<th>W2j</th>
<th>b1</th>
</tr>
</thead>
<tbody>
<tr>
<td>j</td>
<td>(W_{ij})</td>
<td>(W_{2j})</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-3.0989</td>
<td>3.6896</td>
<td>4.8892</td>
</tr>
<tr>
<td>2</td>
<td>1.8151</td>
<td>4.5078</td>
<td>-4.0310</td>
</tr>
<tr>
<td>3</td>
<td>-2.7430</td>
<td>-4.1343</td>
<td>2.8871</td>
</tr>
<tr>
<td>4</td>
<td>-2.2804</td>
<td>-4.1736</td>
<td>2.3145</td>
</tr>
<tr>
<td>5</td>
<td>-4.7031</td>
<td>0.9355</td>
<td>1.5470</td>
</tr>
<tr>
<td>6</td>
<td>3.2721</td>
<td>3.3900</td>
<td>0.3088</td>
</tr>
<tr>
<td>7</td>
<td>-1.9698</td>
<td>4.3957</td>
<td>-0.0961</td>
</tr>
<tr>
<td>8</td>
<td>-4.7257</td>
<td>1.1386</td>
<td>-1.3142</td>
</tr>
<tr>
<td>9</td>
<td>3.4575</td>
<td>-3.4183</td>
<td>2.1919</td>
</tr>
<tr>
<td>10</td>
<td>-4.3738</td>
<td>2.2893</td>
<td>-2.8922</td>
</tr>
<tr>
<td>11</td>
<td>3.6288</td>
<td>3.2143</td>
<td>3.9726</td>
</tr>
<tr>
<td>12</td>
<td>-3.3745</td>
<td>3.5254</td>
<td>-4.7759</td>
</tr>
</tbody>
</table>

Table 1 Weights and bias of the hidden layer
Table 2 Weights and bias of the output layer

<table>
<thead>
<tr>
<th>Neuron unit</th>
<th>W2</th>
<th>b2</th>
</tr>
</thead>
<tbody>
<tr>
<td>j</td>
<td>wij</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-0.1508</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.2162</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.0783</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.0307</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.1672</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-0.3761</td>
<td>-25.9052</td>
</tr>
<tr>
<td>7</td>
<td>0.0162</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.1878</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.1904</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.0029</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>-0.0271</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.0889</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Training the multilayer ANN network: correlation between the experimental and predicted values of INT.

The model constructed in this case was trained with 15 sets of experimental data. Fig. 2 indicated that the predicted values (the solid line) are in good agreement with the experimentally determined data (the open diamond), and the MRE is only 2.52%. Another 3 sets of experimental data were selected as the test sample to validate the prediction accuracy of the model. The experimental values and predicted values were shown in Fig. 3. All predictions lie within 3.5% of the experimental values, which indicated that the established ANN model could give good prediction on crystallization induction period.
Conclusions

ANN model is able to describe almost any nonlinear system behaviors, which can provide the mapping procedure from input to output. It provides us an effective and applicable way to predict INT of given crystallization condition. An ANN model was developed and trained with limited INT data. The prediction results from the trained ANN model were then validated against another group of measured data. The results confirm that this approach can give accurate predictions of the INT under any specified process condition. Further work will be performed to investigate the applicability of ANN to other process.
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