Cube Attack on Reduced-Round Quavium
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Abstract. Trivium is a notable light-weight synchronous stream cipher submitted to the European eSTREAM project in April 2005. Quavium is a Trivium-like algorithm which is almost as fast as Trivium. In this paper, the security of Quavium is concerned under cube attack, which is one of the best known attack on the reduced round Trivium proposed by Dinur and Shamir at EUROCRYPT 09. Trivium with 576 initialization rounds can be recovered in $2^{11}$. We show that it is difficult to search the cubes of Quavium with the same rounds and after 288 rounds the attack complexity is reduced to $2^{59}$. Therefore, comparing with Trivium, Quavium has a better performance under cube attack.

Introduction

Trivium is a notable light-weight synchronous stream cipher designed by Christophe De Canniere and Bart Preneel, which is submitted to the European eSTREAM project in April 2005 [1]. This algorithm is designed to be both efficient and secure. During 3 phases of eSTREAM evaluation on the stream cipher proposals, the performance of Trivium is outstanding compared with other stream ciphers such as A5. Trivium outperforms other eSTREAM candidates considered in the paper in terms of the two most important optimization criteria, minimum area and maximum throughput to area ratio, by a factor of at least two [2].

Quavium, proposed by Tian in 2012, is a 4-round Trivium-like algorithm [3]. It is designed based on the Trivium-like shift register. The experimental results on software using C++ code show that the speed of keystream generation of Quavium is nearly the same as that of Trivium and the performance of Quavium both on hardware and software is almost as good as Trivium [3]. However, the security of Quavium is not concerned by Tian.

Since now, there are many works about the security of Trivium. Raddum presents a technique to solve systems of equations associated with Trivium [4]. But his attack is very complex when applied to the full cipher and is no faster than exhaustive search. Borghoff presents a numerical attack [5]. However the estimated time complexity of this attack is about $2^{63.7}$ seconds. Maximov studies two attacks on Trivium [6], which are state recovering and statistical tests. The internal state of Trivium can be recovered in time around $2^{63.5}$, which is still too complex for application.

Cube attack proposed by Dinur and Shamir at EUROCRYPT 09 is one of the best known attack on the reduced round Trivium [7]. Vielhaber try to recover 47 bits of the key after 576 rounds using an algebraic method [8]. Later Dinur and Shamir described a full key recovery in less than $2^{30}$ queries to Trivium reduced to 735 rounds and also recovered 35 key bits after 767 rounds in about $2^{16}$ queries [7, 9]. Fouque and Vannet requires $2^{39}$ queries to break 784 round Trivium [10]. Srinivasan gives 69 equations after 576 rounds to reduce the complexity to $2^{12}$ [11].

In this paper, the structure of Quavium is studied and we study the security of Quavium under cube attack.

We analysis Quavium reduced to 288 rounds using cube attack gives 21 linear equations, which can recover 21 bits of the key and reduces the attack complexity to $2^{59}$. 
The following part of the paper is organized as follows. The algorithm of Quavium will be described in section 2. The method of cube attack will be shown in detail in Section 3. Section 4 will compare the security of Trivium and Quavium under cube attack. The conclusion will be given in section 5.

**Quavium Algorithm**

Quavium is designed to generate up to $2^{64}$ bits of key stream from an 80-bit secret key Key and an 80-bit initial value IV [3]. The process consists of two phases: first the internal state of the cipher is initialized using Key and IV, then the state is repeatedly updated and used to generate key stream bits. There are 288 bits in the internal state, which is denoted as $s = (s_1, s_2, L, s_{288})$. Quavium has four rounds with similar structure. Denote the intermediate variable as $t_1, t_2, t_3, t_4$ and the output stream as $z = (z_1, z_2, L, z_N)$, with N standing for the number of output bits. The process of Quavium is shown as Algorithm 1:

**Algorithm 1 Quavium Algorithm**

```plaintext
for i=1 to N do
    $t_1 \leftarrow s_3 + s_{51}$
    $t_2 \leftarrow s_{57} + s_{108}$
    $t_3 \leftarrow s_{126} + s_{195}$
    $t_4 \leftarrow s_{204} + s_{288}$
    $z_i \leftarrow t_1 + t_2 + t_3 + t_4$
    $t_1 \leftarrow t_1 + s_{49} \cdot s_{50} + s_{96}$
    $t_2 \leftarrow t_2 + s_{106} \cdot s_{107} + s_{135}$
    $t_3 \leftarrow t_3 + s_{91} \cdot s_{194} + s_{228}$
    $t_4 \leftarrow t_4 + s_{286} \cdot s_{287} + s_{33}$
    $(s_1, s_2, L, s_{51}) \leftarrow (t_1, s_1, L, s_{50})$
    $(s_{52}, s_{53}, L, s_{108}) \leftarrow (t_1, s_{52}, L, s_{107})$
    $(s_{109}, s_{110}, L, s_{195}) \leftarrow (t_2, s_{109}, L, s_{194})$
    $(s_{196}, s_{197}, L, s_{288}) \leftarrow (t_3, s_{196}, L, s_{287})$
end for
```

Key and IV are loaded as follows:

$$s(t) = \begin{cases} 
(s_1, s_2, L, s_{51}) & \leftarrow (K_1, K_2, L, K_{51}) \\
(s_{52}, s_{53}, L, s_{108}) & \leftarrow (K_{52}, L, K_{80}, IV_1, IV_2, L, IV_{28}) \\
(s_{109}, s_{110}, L, s_{195}) & \leftarrow (IV_{29}, L, IV_{80}) \\
(s_{196}, s_{197}, L, s_{288}) & \leftarrow (0, L, 0, 1, 1, 1) 
\end{cases} \quad (1)$$

Evaluation on implementation of Quavium is given by Tian with comparison to Trivium [3, 14, 15]. The comparison is based on the gate equivalent (GE) count which are shown in Table I. The results show that Quavium extends Trivium to 4 rounds and only increases 8 NAND gates [3].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Flip-flops</th>
<th>AND gates</th>
<th>XOR gates</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trivium</td>
<td>288</td>
<td>3</td>
<td>11</td>
<td>3488</td>
</tr>
<tr>
<td>Quavium</td>
<td>288</td>
<td>5</td>
<td>13</td>
<td>3496</td>
</tr>
</tbody>
</table>
Cube Attack

Cube attack is introduced in EUROCRYPT 09 by Dinur and Shamir as chosen IV attack on symmetric primitives [7, 12]. The attack allows one to find linear relations between key bits. Then using simple linear algebra techniques, it is possible to recover the bit values. The process can be described as follows:

In the ring $R = \mathbb{F}_2[K_1,K_2,L,K_n,IV_1,IV_2,L,IV_p]$, we consider the polynomial representation of the first output bit of the cipher as the polynomial $P(K_1,K_2,L,K_n,IV_1,IV_2,L,IV_p)$ in $R$. Given a cube of the public variables $C = \{IV_{i_1},IV_{i_2},L,IV_{i_k}\}$ of size $k$, $P$ can be expressed as:

$$P = \prod_{i=1}^{k} IV_{i_c} P_c + P_R$$

(2)

where $P_c,P_R \in R$, no monomial of $P_R$ is divisible by $\prod_{i=1}^{k} IV_{i_c}$.

Then we can compute $P_c$ as follows:

$$P_c = \sum_{C} P$$

(3)

$P_c$ is called the superpoly yielded by $C$ and $\prod_{i=1}^{k} IV_{i_c}$ is called a maxterm if the superpoly yielded by $C$ is linear. For Quavium, $n=p=80$.

In the real attack, to test the constant and linearity, the most common linearity test for polynomials is the BLR(Blum Luby Rubinfeld) test [13]. Given a black-box polynomial $P$ on $n$ variables one wants to test for linearity, the BLR test requires the computation on random inputs $X$ and $Y$, on the 0 vector and on $X+Y$. One then simply checks whether $P(0)+P(X)+P(Y)+P(X+Y)=0$.

The algorithm of searching the maxterm on Quavium is given in Algorithm 2.

Algorithm 1 Cube Attack on Quavium

Select the Cube $C$ randomly.

Select $X,Y \in \{0,1\}^n$, compute $P(0), P(X), P(Y), P(X+Y)$ and check whether $P(0)+P(X)+P(Y)+P(X+Y)=0$. Test for more than 200 times.

for $i=1$ to $n$ do

Denote $e_i = (0,0,L,0,1,0,L,0)$, where all the variants are zero except the $i$th bit.

Compute $P(e_i)$

end for

The maxterm can be expressed as $P(0)+\sum_{i=1}^{n} P(e_i) K_i$

Attack Results

We first try to search the maxterm on Quavium after 576 rounds. However, we fail to find any superpoly. In fact, if $P$ has a low-enough degree, even though it has a large number of variables, it is possible to find the linear maxterms. However, if $P$ is a uniformly random polynomial of high degree, then it is extremely unlikely that there exists maxterms. For Trivium, the polynomials are expected to retain a low degree even after hundreds of initialization rounds. However for Quavium, the
polynomials increases to a very high degree only in one hundred rounds. Therefore, we search the maxterm on Quavium after 288 rounds. The maxterms and the cube indexes are listed in Table II.

<table>
<thead>
<tr>
<th>Cube Indexes</th>
<th>Maxterm</th>
<th>Cube Indexes</th>
<th>Maxterm</th>
</tr>
</thead>
<tbody>
<tr>
<td>{5, 14, 19, 20, 21, 27, 20, 33, 24, 43}</td>
<td>$K_1$</td>
<td>{3, 4, 5, 9, 14, 20, 21, 27, 42, 79}</td>
<td>$1 + K_{31}$</td>
</tr>
<tr>
<td>{6, 7, 17, 27, 28, 48, 60, 69, 74, 75}</td>
<td>$1 + K_4 + K_{15} + K_{34}$</td>
<td>{3, 4, 7, 9, 14, 20, 21, 42, 43, 65}</td>
<td>$1 + K_{23} + K_{34}$</td>
</tr>
<tr>
<td>{4, 5, 7, 19, 20, 37, 53, 74, 78, 79}</td>
<td>$1 + K_5 + K_{14} + K_{31}$</td>
<td>{3, 7, 19, 20, 21, 27, 42, 43, 74, 79}</td>
<td>$1 + K_{31}$</td>
</tr>
<tr>
<td>{3, 4, 5, 19, 20, 21, 27, 29, 42, 53}</td>
<td>$1 + K_2$</td>
<td>{3, 4, 5, 19, 20, 27, 29, 42, 53, 79}</td>
<td>$1 + K_{31}$</td>
</tr>
<tr>
<td>{7, 10, 11, 36, 41, 62, 63, 69, 70, 72}</td>
<td>$1 + K_3$</td>
<td>{9, 14, 19, 20, 21, 27, 35, 42, 43, 65}</td>
<td>$1 + K_{31}$</td>
</tr>
<tr>
<td>{4, 5, 9, 14, 19, 20, 35, 42, 43, 53, 79}</td>
<td>$1 + K_4$</td>
<td>{3, 4, 5, 9, 19, 20, 27, 35, 43, 79}</td>
<td>$1 + K_{31}$</td>
</tr>
<tr>
<td>{2, 15, 16, 27, 28, 36, 48, 72, 74, 75}</td>
<td>$1 + K_5$</td>
<td>{9, 14, 19, 20, 21, 27, 29, 35, 53, 79}</td>
<td>$K_1 + K_{31}$</td>
</tr>
<tr>
<td>{14, 19, 20, 21, 27, 29, 35, 37, 42, 53}</td>
<td>$K_5 + K_1$</td>
<td>{3, 4, 5, 14, 19, 20, 27, 35, 43, 79}</td>
<td>$K_1 + K_{31}$</td>
</tr>
<tr>
<td>{3, 4, 5, 19, 20, 21, 29, 42, 78, 79}</td>
<td>$1 + K_{12} + K_{31}$</td>
<td>{4, 5, 9, 14, 19, 20, 21, 27, 35, 43}</td>
<td>$K_4 + K_{15} + K_{32} + K_{34}$</td>
</tr>
<tr>
<td>{6, 7, 15, 16, 27, 31, 48, 60, 74, 75}</td>
<td>$1 + K_6$</td>
<td>{3, 9, 19, 20, 21, 27, 29, 42, 43, 79}</td>
<td>$1 + K_3 + K_{13} + K_4 + K_{37}$</td>
</tr>
<tr>
<td>{3, 7, 9, 14, 19, 20, 35, 42, 43, 57}</td>
<td>$1 + K_7$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We compare Trivium and Quavium under cube attack [10, 11]. The result is shown in Table III.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Initialization rounds</th>
<th>Breaking Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trivium</td>
<td>576</td>
<td>$2^{11}$</td>
</tr>
<tr>
<td>Trivium</td>
<td>799</td>
<td>$2^{62}$</td>
</tr>
<tr>
<td>Quavium</td>
<td>288</td>
<td>$2^{59}$</td>
</tr>
</tbody>
</table>

From the result, it can be seen that compared to the 3-round Trivium, Quavium have better performance of security due to more internal rounds. Furthermore, the degree of equations of Quavium increases more faster than the degree of Trivium. It is difficult to attack Quavium after 576 rounds. After 288 rounds the breaking complexity is still $2^{59}$ which is higher than Trivium after 576 rounds. Therefore, Quavium has a better performance under cube attack than Trivium.

**Conclusion**

In this paper, we study the internal structure of Quavium and the security of Quavium under cube attack. We try to recover the secret key of Quavium with reduced round, given a piece of a known keystream. We show that Quavium after 288 rounds can be recovered in time around $2^{59}$, while for Trivium after 576 rounds the complexity is $2^{11}$. Therefore, comparing with Trivium, Quavium has a better performance under cube attack.
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