Solving Nonzero-Sum Nash Differential Game via Variation and Pseudospectral Methods
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Abstract. A numerical methods are presented in this paper to solve the nonzero-sum N-player Nash differential game. Variation methods are used to convert the original game into a regular optimal control problem which consists of one objective function, the state equations of all the players with initial conditions and the other necessary conditions derived. Then the later optimization problem is interpolated through the Legendre-pseudospectral method (LPM) and solved by applying SNOPT algorithm to get the optimal state trajectory. As an illustration, the air combat between a superior fighter and an inferior fighter is formulated as a nonzero-sum differential game. The states, traces, costs of both and the relative distance between them are displayed. The results show that numerical solutions converge to the saddle-points successfully, which show the feasibility and effectiveness of the proposed method in solving the nonzero-sum differential game.

Introduction

Over the past few decades, many researchers have studied a variety of the Nash differential games, especially the pursuit-evasion game\cite{1} in depth, and a large number of valuable results have been achieved. In the qualitative analysis, a tail-chase air combat problem was solved by using differential dynamic programming\cite{2}. A coplanar pursuit-evasion game in the atmosphere was studied with assuming a constant speed for evader\cite{3}. A pursuit–evasion problem between missile and aircraft with realistic dynamics was solved by using an indirect, multiple shooting method\cite{4,5}. Iterating a direct method\cite{6} and nonlinear MPC method\cite{7} was also applied for the pursuit-evasion game. Besides, in recently, a variety of evolutionary algorithms have also been used to solve this kind of differential game problem\cite{8,9}. In addition, a named semi-direct method was introduced for pursuit–evasion dynamic game\cite{10} and applied for the games between missiles\cite{11} and spacecrafts\cite{12}.

This research concentrates on solving the nonzero-sum N-player differential game. This is the first time for that game to be solved accurately by the variation method and the LPM method\cite{13,14,15}. In the beginning of the content, the conversation by variation method is deduced in details. Then a nonzero-sum pursuit–evasion game with two Bolza-type objective functions is taken as an illustration. Simulations are performed at last to support the conclusions.

Nonzero-sum Nash differential game and optimal control problem

In this section, the nonzero-sum $n$-player Nash differential game is converted to the optimal control problem. With regard to that game, every player possesses one objective function. All of the objective functions can be described as the kind of the Bolza-type. Thus, the game can be depicted as:
subject to the uncoupled state equations:
\[ \dot{x}_i = f_i(x_i, u_i, t), \quad i \in \{1, \ldots, n\} \] (2)
with the initial conditions \( x_i(t_0) = x_{i,0} \). To state the necessary conditions, the Hamiltonians of \( n-1 \) players except the first one are introduced as follows:
\[ H_i(x_i, u_i, \lambda_i, t) \equiv L_i + \lambda_i^T f_i. \quad i \in \{2, \ldots, n\} \] (3)
The adjoint equations of the \( n-1 \) players are:
\[ \dot{\lambda}_i = -\frac{\partial H_i}{\partial x_i} = -\frac{\partial L}{\partial x_i} - \frac{\partial f_i^T}{\partial x_i} \lambda_i. \quad i \in \{2, \ldots, n\} \] (4)
The boundary constraints of the adjoint variables mentioned in relationship are:
\[ \lambda_i(t_f) = \frac{\partial \Phi_i}{\partial x_i(t_f)}. \quad i \in \{2, \ldots, n\} \] (5)
As unbounded control variables are assumed for the problem, the following first-order optimality and the second-order conditions must be satisfied by the control variables for the \( n-1 \) players:
\[ \frac{\partial H_i}{\partial u_i} = \frac{\partial L}{\partial u_i} + \frac{\partial f_i^T}{\partial u_i} \lambda_i = 0 \quad \text{and} \quad H_{u,u} = \frac{\partial^2 H_i}{\partial u_i^2} \geq 0. \quad i \in \{2, \ldots, n\} \] (6)
According to Eq. 7, the controls of the second to \( n \)th player can be written as functions of \( x_i, \lambda_i, \) and \( t; u_i = u_i(x_i, \lambda_i, t) \), for \( i \in \{2, \ldots, n\} \). After bringing them into Eq. 2, the original dynamic equations can be rewritten as:
\[ \dot{x}_i = f_i(x_i, u_i, t) \quad \dot{\lambda}_i = f_i(x_i, \lambda_i, t). \quad i \in \{2, \ldots, n\} \] (7)
Apparently, only one control variable \( u_1 \) is remained for the system with that the new state vector is introduced as:
\[ y = [x_1^T, x_2^T, \ldots, x_n^T, \lambda_1^T, \ldots, \lambda_{n-1}^T]^T \equiv [y_1^T, \ldots, y_{2n-1}^T]^T. \] Up to now, the original nonzero-sum \( n \)-player Nash differential game can be equivalent to the following optimal control problem:
\[ \min_{u_i} J_i = \Phi_i(y_{1,i}, \ldots, y_{n,i}, t_f) + \int_{t_0}^{t_f} L_i(y_i, u_i, t) dt. \] (8)
s.t.
\[ \dot{y} = f(y, u_i, t). \] (9)
\[ y_i(t_0) = x_i(t_0) = x_{i,0}. \quad i \in \{1, \ldots, n\} \] (10)
\[ y_{i+1}^T(t_f) = \lambda_i(t_f) = \frac{\partial \Phi_i}{\partial x_i(t_f)}. \quad i \in \{2, \ldots, n\} \] (11)
Here, \( J_i \) is retained as the ultimate objective function. It is worth noting that it is not the only option. Theoretically, any player's objective function can be selected as the final performance index. In specific issues, in order to easy the conversion, a good selection is such a player who has more constraints or whose constraints are difficult to deal with. Then, LPM is applied for converting the optimal problem into the NLP problem. In this method, the system dynamics are collocated at Legendre-Gauss-Lobatto (LGL) points. The integral term involved in the objective function is discretized based on Gauss-Lobatto quadrature rule. The boundary conditions can be used to assign
initial values of unknown parameters, or be discretized as equality or inequality constraints. The optimal control problem is thereby converted into a mathematical programming problem.

A pursuit-evasion instance

In this section, a point-mass model between an evasive fighter and a pursuing fighter is used to describe the flight trajectories in two-dimensional space. The geometry of planar pursuit defining the state variables of the game is depicted in Fig. 1:

![Fig. 1 Geometrical positions and angles of P and E](image)

where the LOS is the line of sight from $P$ to $E$; $\psi_i$ is the angle between the velocity vector $v_i$ and the horizontal axis in the positive direction. Their velocity $v_p$ and $v_e$ are assumed as constants. $(x_p, y_p)$ and $(x_e, y_e)$ indicate their position in the two-dimensional plane. The dynamic system is governed by the following equations of motion:

$$\dot{x}_i = v_i \cos \psi_i \quad \dot{y}_i = v_i \sin \psi_i \quad \dot{\psi}_i = \omega_i. \quad i \in \{p, e\} (12)$$

in conjunction with the initial conditions:

$$x_i(t_0) = x_{i0} \quad y_i(t_0) = y_{i0} \quad \psi_i(t_0) = \psi_{i0}. \quad (13)$$

That $v_p$ is larger than $v_e$ is assumed in order to match the real air combat. Two Bolza-type objective functions are:

$$J_p = \Phi + \int_{t_0}^{t_f} K_p \omega_p^2 \, dt \quad \text{and} \quad J_E = -\Phi + \int_{t_0}^{t_f} K_E \omega_e^2 \, dt. \quad (14)$$

where, $\Phi = [(x_p(t_f) - x_e(t_f))^2 + (y_p(t_f) - y_e(t_f))^2] / 2$ indicates the relative distance index. The integral term is on fuel consumption penalties. Apparently, both of the players expect to decrease their cost functions, respectively. The Hamiltonian $H_p$ is introduced as:

$$H_p = K_p \omega_p^2 + \lambda_1 v_p \cos \psi_p + \lambda_2 v_p \sin \psi_p + \lambda_3 \omega_p. \quad (15)$$

where $\lambda_p = [\lambda_1 \lambda_2 \lambda_3]^T$ is the adjoint vector for $P$. The adjoint equations of pursuer are as follows:

$$\dot{\lambda}_1 = -\frac{\partial H_p}{\partial x_p} = 0 \quad \dot{\lambda}_2 = -\frac{\partial H_p}{\partial y_p} = 0 \quad \dot{\lambda}_3 = -\frac{\partial H_p}{\partial \psi_p} = \lambda_1 v_p \sin \psi_p - \lambda_2 v_p \cos \psi_p. \quad (16)$$

According to the variation method, the values of the adjoint variables for $P$ in the terminal time are:

$$\lambda_1(t_f) = x_p(t_f) - x_e(t_f) \quad \lambda_2(t_f) = y_p(t_f) - y_e(t_f) \quad \lambda_3(t_f) = 0. \quad (17)$$

And the control variable $\omega_p$ must satisfy the following conditions:

$$\frac{\partial H_p}{\partial \omega_p} = 2K_p \omega_p + \lambda_3 = 0 \quad \text{and} \quad \frac{\partial^2 H_p}{\partial \omega_p^2} = 2K_p \geq 0. \quad (18)$$
According to the Eq. 18, the optimal control for the player $P$ is shown below:

$$
\omega_p = -\lambda_p(t)/2K_p .
$$

(19)

Eq. 19 is used to replace the $\omega_p$ in Eq. 12 of $P$. So far, the original nonzero-sum two-player game has been converted to the following optimal control problem:

$$
V = \min_{\phi_E} J_E .
$$

(20)

subject to Eq. 12 and Eq. 16 as differential equations, Eq. 13 and Eq. 17 as the boundary conditions, with the terminal time specified and terminal states free.

**Experiments and Conclusions**

The optimal control problem depicted in Eq. 20 is converted, by applying LPM method, into a NLP problem which is solved by an accurate commercial NLP solver, snopt. Simulations are performed on the matlab platform, including the tomlab toolbox. The state variables are normalized by a reference length of 50km and a reference angle of $\pi$, which avoids reducing the accuracy of the variables by keeping them to similar order and improves the robustness of the NPL problem solver. Constants are assigned as follows: $v_p = 0.3 \text{ km/s}$, $v_e = 0.2 \text{ km/s}$, $K_p = 100$, $K_e = 100$.

The terminal time is specified with 45 seconds. At the initial time, the pursuer is put at the (-5km, 0) in the plane coordinate system, and the evader is at (5km, 0); the pursuer flies along the horizontal axis in the positive direction, and the evader along the longitudinal axis toward the positive direction. Thus, the initial condition for the nominal case is $[x_{P0}, y_{P0}, \psi_{P0}, x_{E0}, y_{E0}, \psi_{E0}] = [-0.1, 0.0, 0.0, 0.1, 0.0, 0.5]$. The number of configuration nodes in LPM method is 26.

![Saddle-point trajectories of the two fighters](image1)

Fig. 2 Saddle-point trajectories of the two fighters

![Cost functions of the two fighters](image2)

Fig. 3 Cost functions of the two fighters

Fig. 2 shows the saddle-point trajectories of the two fighters intuitively. It is easy to see that the angle of evader changes faster than the pursuer’s at beginning, which indicates the evader is trying to
get rid of the pursuer by maneuvering in order to delay the interception. The pursuer tries to make its heading angle consistent with the evader’s, i.e., the pursuer tends to be the behind of the evader. The cost functions of the two fighters are displayed in Fig. 3. The combined results just start to zero and then are greater than zero, which is because of the integral terms in the two cost functions and reflects that it is not a zero-sum game.

The results show the feasibility and effectiveness of the proposed method for a non-sum Nash differential game. As future work, the condition of game time free may be considered.
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