






 

choose node 001 and node 123, so the parallel path set is 001-101-121-123,  001-021-023-123 and 

001-003-103-123. The figure 5 show CaRA can achieve more than 22Mb/s throughput and the 

highest one-to-one throughput improves by 50%. It implies that the one-to-one throughput of CaRA is 

actually higher than BSR routing.  

              

Fig. 5: One-to-one packet forwarding throughput     Fig. 6: All-to-all packet forwarding throughput  

Figure 6 show us the all-to-all packet forwarding of CaRA and BSR respectively. While we 

increase the number of flows, the packet forwarding throughputs both increase while they do not 

exceed aggregated throughput. The reason is that all the flows saturate all the paths. Based on 

observation from the figure 6, the throughput of CaRA is better than that of BSR and the peak value is 

even 20% more than the BSR routing. But at last, the both have the same throughputs, which means 

all the paths are in congestion and cannot carry more flows. 

Conclusion 

This paper analyzes the problem of large flow collision in the BCube networks and proposes CaRA to 

detect congestion and finding light-weight path in modeler DCN. We evaluate the CaRA algorithm in 

NS-2 simulator. The results show that CaRA has good performed in one-to-one packet forwarding 

and all-to-all aggregated throughput. We will leverage the bloom filter to check the flow collision in 

data center networks. 
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