Almost one hundred years ago, the first Unmanned Aerial Vehicle (UAV) came out; the UAV has gone through three important periods which are airborne target drone, unmanned scout and all-purpose aircraft, especially since 90s, UAV has made brilliant contributions in the bright war, fox of desert, Kosovo war, and shown more and more significant efficiency and status in high tech wars.

The photo-electricity platform is the most basic assignment executing unit of the UAV, and the missions of UAV are accomplished depend on this platform mostly [1] [2] [3]. We can use photo-electricity platform and photo-electricity sensor to finish spying and surveillance battlefields, target capturing and recognizing, target survey and indication of weapon throwing in, campaign effect evaluation and so on. And that these are all based on the image and video processing capturing from the sensor.

Because of the influence of the air current and the shake of the platform itself when the UAV fly, the images are always blurred. This phenomenon makes the further processing (such as target tracking and target recognition) more difficult, therefore image registration is important and necessary.

In this paper, we proposed a method which used KLT arithmetic to obtain feature points and used advanced RANSAC to wipe off the error matching to achieve the precise matching. Then we adopted Similarity model to get the transform parameters, after many experiments we concluded it can content the requests of motion compensation for the unstable video capturing platform.

2 IMAGE REGISTRATION

Simply speaking, the digital image registration is the best transform from one image to another [4]. The methods can divide into four types [5] [6] [7]: the one based on pixel correlation, feature, and model and transformation field.

Pixel information is the most intuitionistic representation notation for image, so there are many registration method based on it. The classis one is sequential similarity detection Algorithms [1] (SSDA) which was proposed by Barnea. This method has simple structure, fast speed, and is easy to realize. However, it’s sensitive to noises and low-contrast; meanwhile, it is not applicable to large angle rotation.

The primary way based on transform field is Fourier transform. The shift and rotation between the images waiting for matching can be fully reflected in...
frequency field. Because of the far executive speed of FFT, robustness of noise and low computation complexity, it is popular; its disadvantage is no solution to rotation due to its shift-invariability.

The method based on image features [8] [9] [10] [11] is the uppermost method for image registration, which can be applied to most situation. It has four steps as below:
1) Extract the feature set in two images;
2) According to some comparability rules, match between the two feature sets, and weed out outlines;
3) Estimate the transform model parameters using the matched feature pairs;
4) Map between images: map the target image to source image by the transform matrix.

For image registration based on feature-matching method, whether the features selected and matched correctly or not is the key point, so we used KLT [12] [13] (Kanada Lucas Tomasi) arithmetic which was the improvement of the one proposed by Lucas and Kanada, and in reference [4] it has been proved that it is inapplicable to move image pure gray detection, but for linear contorted affine transform it is pretty good.

2.1 Feature extraction

In practical application, image registration requests the features extract should be invariable when different illumination and adapt to all circumstances. But no matter what method is used, the extracted features cannot conclude all moving information, such as horizontal gray edge can only represent the vertical component of change, therefore, many researchers committed themselves to solve this problem, many different features were proposed like corner, small image window which has higher frequency of special field, and the combination of some second-order partial derivatives. These are all based on the hypothesis of a ‘good’ feature, so maybe the features you extract are visual, but they are not always the good ones for matching and tracking.

In this paper, we use the KLT [12] [13] algorithm to feature extraction. The algorithm is based on the principled define of the feature quality: a ‘good’ feature is the one which can be tracked for the subsequent matching.

The rough procedure of KLT is that detecting eigenvalues of 2*2 symmetrical gradient matrix to locate the feature windows. The image in t+r frame can be taken by moving point in the t frame image, like the equation (1).

\[ I(x, y, t + r) = I(x - \xi(x, y, t, r), y - \eta(x, x, t, r)) \]  
(1)

The movement of point X=(x,y) is \( \delta = (\xi, \eta) \).

Then we can use equation (2) to express the motion of point X=(x,y).

\[ J(Ax + d) = I(X) \]  
(2)

Here, \( d \) is the translation vector, and matrix \( A \) is for the transformation, such as affine or similar transform.

We need to make the cumulative variance \( e \) (as shown in equation (3)) minimum.

\[ e = \int w \left( J(Ax + d) - I(X) \right)^2 w(X) dX \]  
(3)

\( A \) and \( d \) are what we want to solve for image registration, but the first step is to find some classify windows which have stable feature and can be detected.

We make taylor expansion to \( J(Ax + d) \), and ignore the high-order components, as (4)

\[ J(x + d) = J(X) + d \cdot g^T(X + d) \]  
(4)

Then take equation (4) to the equation (3) and make \( A = I \), calculate the partial derivatives of \( e \) to \( d \), make it equal to 0, finally we can get the equation (5) as below.

\[ Zd = e \]  
(5)

Namely,

\[ \int w \left[ \begin{array}{c} g_x^2 & g_xg_y \\ g_xg_y & g_y^2 \end{array} \right] \left[ \begin{array}{c} d_x \\ d_y \end{array} \right] w(X) dX = \int w \left[ I(X) - J(X) \right] \left[ \begin{array}{c} g_x \\ g_y \end{array} \right] w(X) dX \]  
(6)

\[ Z = \left[ \begin{array}{cc} g_x^2 & g_xg_y \\ g_xg_y & g_y^2 \end{array} \right], \quad g_x = \frac{\partial J}{\partial x}, \quad g_y = \frac{\partial J}{\partial y} \]  
(7)

If the equation (6) has stable solution, we can track the window, so the 2*2 symmetrical matrix \( Z \) must be well-conditioned. To reduce the influence of noise, it is requested that the eigenvalues of matrix are all large. That one eigenvalue is small and another is big means the color change of the pixel is one-way, maybe horizontal edge; that the two all big means a corner, salt and pepper texture or other model which can be tracked. But in image processing, the color change is subject to the maximum of pixel, so the eigenvalue cannot be infinitely large, as equation (8) shown.

\[ \min(\lambda_1, \lambda_2) > \lambda \]  
(8)

\( \lambda \) is the threshold of the eigenvalues.

Then the one whose eigenvalues satisfy the equation (8) is candidate feature point.

The feature extraction method we used in this paper can be realized by four steps:
1) Image pre-processing to remove noise;
2) Divide the image to M*N blocks, and calculate the histogram of each block, set the maximum feature point number according to the gray complexity of each block;
3) To every point, calculate matrix Z, and estimate (8), and select the candidate points;

2.2 The moving model we used
We use affine transform model,

\[ \delta = DX + d \]

\( D = \begin{bmatrix} d_{xx} & d_{xy} \\ d_{yx} & d_{yy} \end{bmatrix} \) is transform matrix, and 
\[ A = 1 + D \]

2.3 Feature matching
We calculate the partial derivatives of \( e \) in equation (3) to \( D \) and \( d \), make it equal to 0, that is, minimize the partial derivatives. Then the result as below:

\[ Tz = a \]

Here, \( z^T = [d_{xx} \; d_{xy} \; d_{yx} \; d_{yy} \; d_x \; d_y] \),

\[ a = \int_x \left[ I(x) - J(x) \right] \begin{bmatrix} xg, & yg, & yg, & yg, & g_2, \end{bmatrix} \; wd\lambda, \]

\[ T = \int_w \begin{bmatrix} U & V \end{bmatrix} \; wd\lambda, \]

And,
\[ U = \begin{bmatrix} \xi^2 g_2, & \xi^2 g_y, & \xi y^2 g, & \xi y^2 g_2 \; y^2 g_y, & \xi y^2 g_2, & \xi y^2 g_2 \; y^2 g_y, \end{bmatrix}, \]

\[ V^T = \begin{bmatrix} xg, & xg, & yg, & yg, & yg, & g_2, \end{bmatrix} \]

To get the \( z^T = [d_{xx} \; d_{xy} \; d_{yx} \; d_{yy} \; d_x \; d_y] \), we use Newton-Raphson method repeatedly.

In order to accelerate the match speed, we use distance constraint, which means that the distance between matched point in image J and the point in image I must not be too big because the shift between points results from the UAV shake itself, and it's not too seriously. So using distance constraint can cut down lots of unnecessary matching communication.

And we use RANSAC [14] to reject the wrong matching and outlier points, the results are all right.

3 EXPERIMENT RESULT
Firstly, the experiments have been carried out by using standard pictures, as figure 2 shown, we can see no matter the background is simple or complex, the method is ok. And we also find out that the points which are the ‘good’ ones for tracking maybe some points which are not concerned by us, like the left-top of the figure 2 (b).

Figure 2. results using standard pictures

The figure 3 is the result of only using KLT without distance constraints and RANSAC, the video we use is the video [15] Zagi UAV tracking the ground vehicles. From figure 3, we can obviously find that there are some false matching (such as the left-bottom of the picture), and use the method we proposed in this paper, these false can be removed easily.

Figure 3. Matching result without any contraints

The figure 4(b) is the difference between the current frame and registration image, it can be seen that the registration effect is very well.
4 CONCLUSION

In this paper, we utilized the improved KLT algorithm to realize feature extraction, then used distance constraint to speed up matching, simultaneously, applied the RANSAC to achieve precise matching, finally obtained the affine transform parameters. The experiment results demonstrate that this method can solve the problem of UAV camera shaking effectively.
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