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ABSTRACT: There is a very complicated nonlinear relationship between the input digital image pixel value and the printed color chromatic values, which is difficult to be described by traditional linear methods to achieve high accuracy. In the study, a printer characterization model is established based on artificial BP neural network theory and by the hue angle range of the experimental data print classification. Because of the good simulation of nonlinear properties of the BP neural network, the characterization model achieves high accuracy. The mean color error value between the chromatic value to be printed and the chromatic value driven by the image pixel value which is calculated by the characterization model is rather less than that of the minimum range of the human eye can identify. The characterization model could be used in the gamut matching of the printing color management system, when the printer is severed as an output device.
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1 INTRODUCTION

The basic function of color printer is to print the corresponding color based on the value of the input digital image pixel. However, printers differ from each other in their working principles, structures and driver programs. Different printers may print different colors, when the same digital image pixel value is input. But for the same print, there is corresponding relationship between the two sets of data. In the study, the correspondence is considered as a black box, only the corresponding relationship between the output chromatic values and the input image pixel values is consider, regardless the color printing principles of the printer and the other factors. The color is described by CIE 1976 L’a’b’ color system [1]. Printer characterization is to establish a model to describe the corresponding relationship between the printed color chromatic values L’a’b’ and the digital image pixel values RGB [2-5], which could be used to calculate the input digital drive value based on the color to be printed on some paper by the printer. The characterization plays important roles in the printing color matching, graphic designing, especially in digital printing proofing.

Color printer prints colors by subtractive color principal. There is a very complicated nonlinear relationship between the input digital image pixel color values RGB and the printed colors chromatic values, which is described by linear method in the traditional characterization models [6]. The linear models achieved some results [7-14], but which cannot deal with the noise signal and other factor when the characterization is been carried out. In the study, a BP neural network with its nonlinear characteristics, self-learning and adaptive capacity is adopted, the experimental data is classified according to hue angle range, a color printer characterization model is established. In the printing color management system, printer characterization is a key link.

2 DETERMINATION OF BP NEURAL NETWORK STRUCTURE

In the study, there are 1000 groups of the experiment data to be collected, the number is rather large. The input data (color blocks CIE 1976 L’a’b’ chromatic values) and output data (image pixel RGB value) scatter in the range of [0,255] and [0,100], [-120,120], [-120,120]. A neural network with strong simulation ability is needed to transfer the experimental data samples with such features mentioned above. After repeated experiments, integrated with network approximation ability, training time and other factors, the structure of the neural network is determined. From the input layer to the output layer, the neurons number of the BP
neural network is 3-30-20-30-3 respectively [15]. The network structure is shown as Figure 1.

![Figure 1. BP neural network](image)

Among them, the input layer and output layer neurons are 3, the input layer correspond to the print color $L^*a^*b^*$ values, the 3 neurons of the output layer correspond to the corresponding digital image pixel value RGB, the number of the neurons of the 3 hidden layer are 30, 20, 30. The activation functions of the hidden layer neurons are all Sigmoid functions [8], the activation function of the output layer neurons are all pure linear functions [16].

### 3 ACQUIRING OF THE TRAINING SAMPLES OF BP NEURAL NETWORK

Experiment color blocks are generated with self-generated programming based on the change of pixel values of a 24-bit true color BMP format digital image. Digital image pixel RGB values are selected at the 10 points of approximate the same intervals, the RGB values are 0, 28, 56, 84, 112, 140, 168, 196, 224, 255 respectively. 1000 groups of data pairs of digital image pixel values and its corresponding print color values are acquired based on the combination of the digital image pixel values in the 3 channels.

The 24-bit true color BMP image file that contains color blocks is printed on the printer, the type of the printer is EPSON Stylus Pro 7600. The printer is with high resolution and professional grade uses black, bright black, magenta, light goods, blue, bright blue, yellow 7-color ink, and a dedicated photo-printing on paper using printing blocks of color with a resolution of 300 dpi. The printer working condition became stable when it is turned on for 30 minutes. In the Photoshop CS6 without its color management modules activation, the color blocks are printed and measured with X-Rite Printer Optimizer one by one, the experimental data is recorded to form the data pair. The CIE 1976 $L^*a^*b^*$ color space is divided into 8 parts via $L^*$ axis as the center, each portion is a hue angle range.

In Fig 2, the CIE 1976 $L^*a^*b^*$ color space is divided into 8 parts to $L^*$ axis as the center, the slash part represents a hue angle range. Thus, the portion which is between the $2^{nd}$ hue angle ranges and the $8^{th}$ hue angle ranges is shown as the expression 2.

$$\left[2\pi(i/SliNum)-TF, 2\pi((i+1)/SliNum)+TF\right]$$

The expression above corresponds to the $(i-1)^{th}$ hue angle range. Among the expression, $SliceNumber$(Abbreviated as SliNum) is the hue angle range number which the CIE 1976 $L^*a^*b^*$ color space divided into. $TFactor$(Abbreviated as TF) is the redundancy factor. In the study, TF is taken as $1/10$ of $2\pi(1/SliNum)$. Thus, the expression of the $6^{th}$ hue angle range is as expression 3.

$$\left[2\pi(5/SliNum)-TF, 2\pi(6/SliNum)+TF\right]$$

### 4 TRAINING OF THE BP NEURAL NETWORK

When the neural network is trained, it found that there has been a long time the objective function of the error convergence slow or stagnant under the supervision of the training samples. Combined with artificial neural networks theory and practical experience [17], it thinks that the training sample data that is of large number and more dispersed results in the condition mentioned above. In order to improve the training speed of neural network and achieve higher accuracy, according to the classification method on the training data with its brightness [18], the training data is classified with its hue angle range to facilitate the neural network training. The hue angle range of some training data is calculated as the following expression 1.

$$\alpha = \tan^{-1}\left(\frac{b^*}{a^*}\right) \quad (1)$$

All the training data could be classified by its hue angle range in the CIE 1976 $L^*a^*b^*$ color space, and its corresponding digital images pixel value is recorded to form the data pair. The CIE 1976 $L^*a^*b^*$ color space is divided into 10 portions via $L^*$ axis as the center, each portion is a hue angle range.

In Fig 2, the CIE 1976 $L^*a^*b^*$ color space is divided into 8 parts to $L^*$ axis as the center, the slash part represents a hue angle range. Thus, the portion which is between the $2^{nd}$ hue angle ranges and the $8^{th}$ hue angle ranges is shown as the expression 2.

$$\left[2\pi(i/SliNum)-TF, 2\pi((i+1)/SliNum)+TF\right]$$

The expression above corresponds to the $(i-1)^{th}$ hue angle range. Among the expression, $SliceNumber$(Abbreviated as SliNum) is the hue angle range number which the CIE 1976 $L^*a^*b^*$ color space divided into. $TFactor$(Abbreviated as TF) is the redundancy factor. In the study, TF is taken as $1/10$ of $2\pi(1/SliNum)$. Thus, the expression of the $6^{th}$ hue angle range is as expression 3.

$$\left[2\pi(5/SliNum)-TF, 2\pi(6/SliNum)+TF\right]$$
The training data which locates in the hue angle range described in the expression above is used to train the 6th neural network, so does in the other hue angle range and their corresponding training data. The expression of 1st hue angle range and the 10th hue angle range is shown as the expression 4 and 5, for that they locate at the edge of the whole hue angle ranges.

\[
\begin{align*}
[2\pi - TF, 2\pi] \cup [0, 2\pi (1/ SliNum) + TF] \\
[2\pi (9/ SliNum) - TF, 2\pi] \cup [0, 2\pi (1/ SliNum) + TF]
\end{align*}
\]

(4) (5)

The introduction of redundant factors is to train network in a comparatively wider range and to realize the simulation function in the relatively narrow range to improve the network accuracy [19].

In this way, the printer characterization model consists of 10 sub-characterization models. When the characterization model is used to calculate the input digital image pixel value, the sequence number of the hue angle range where the color to be printed should be determined firstly, and then the RGB input digital image pixel values is calculated by its corresponding sub-characterization model. In the experiment, how the 1000 groups of training samples distribute according to their hue angle ranges in the CIE 1976 L*a*b* color space, and it is shown in Table 1.

Table 1. Distribution of the printer experimental data in each hue angle range.

<table>
<thead>
<tr>
<th>Hue angle range sequence</th>
<th>Hue angle range (unit: radian)</th>
<th>Data number in each hue angle range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(6.220, 2\pi) \cup (0, 0.691)</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>(0.565, 1.319)</td>
<td>101</td>
</tr>
<tr>
<td>3</td>
<td>(1.194, 1.948)</td>
<td>131</td>
</tr>
<tr>
<td>4</td>
<td>(1.822, 2.576)</td>
<td>231</td>
</tr>
<tr>
<td>5</td>
<td>(2.450, 3.204)</td>
<td>97</td>
</tr>
<tr>
<td>6</td>
<td>(3.079, 3.833)</td>
<td>58</td>
</tr>
<tr>
<td>7</td>
<td>(3.707, 4.461)</td>
<td>53</td>
</tr>
<tr>
<td>8</td>
<td>(4.335, 5.089)</td>
<td>87</td>
</tr>
<tr>
<td>9</td>
<td>(4.964, 5.718)</td>
<td>216</td>
</tr>
<tr>
<td>10</td>
<td>(0, 0.063) \cup (5.592, 2\pi)</td>
<td>134</td>
</tr>
</tbody>
</table>

From Table 1, due to the introduction of redundant factors, the sum amount of data within the 10 hue angle ranges is 1183, which is greater than the number of 1000 of training sample data that results from that part e data locate in two hue angle ranges at the same time.

To improve the training speed of neural networks, the training data is normalized to the range of \([-1,1]\] firstly [20]. Method of additional momentum factor and the combination of variable learning rate of neural network learning is adopted to train the neural network [21].

5 RESULTS AND ANALYSIS

81 groups of chromatic values of color blocks are selected randomly from the 1000 group of training data samples and input into the printer characterization model to calculate the corresponding digital image pixel values to be input. The color blocks with the pixel color values calculated by the printer characterization model are printed on photo-printing paper by the same printer and their chromatic values are measured and recorded.

The color errors between the two kinds of data are calculated in the CIE 1976 L*a*b* with its color error formula, which is about the color of to-be printed on the printer driven by digital image pixel values calculated by printer characterization model and the actual color printed on the printer. The color error between the two kinds of data is shown in Figure 3 with their color blocks sequence number.

![Figure 3. The distribution of color error between to be printed colors and actual display color](image)

Thus, the colors to be printed on the printer and actual color printed on the printer is shown as the following. Amongst the parameters, there are average color error 2.135, maximum color error 9.125 and minimum color error 0.575. The number of color error samples more than 6 is 1.

Moreover, as it shows in Figure 3, the color errors concentrate in the number of 3 or less. Taken the factor that the printer repeatability error \([24-28]\) is 0.719, it indicates that the printer characterization model has a rather high conversion precision, and it can be applied in the color gamut matching.

6 CONCLUSIONS

In the study, based on BP neural network with improving combination of additional momentum factor and variable training speed3, a printer characterization model with experimental data classification according to hue angle ranges is proposed and established. Because of the good nonlinear approximation properties of BP network, the characterization model achieves rather high
accuracy. The color error between the actual measured color chromatic values and the color driven by digital image pixel value calculated by printer characterization model is much less than the average minimum that the human eye can identify. Each sub-characterization model is established on the basis of experimental data classification by hue angle range, cooperated with gamut matching module, it could be used in the printing color management system with output of printer. The method that is about how to establish characterization model based on BP neural network can be used in the characterization model establishment of other devices such as scanner and even printer.

ACKNOWLEDGMENTS

This work is supported by the Research Project of the Zhejiang Province Education Department under Grant No. Y201223695.

REFERENCES