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Abstract  
In this paper we propose an energy efficient clustering algorithm for maximizing the lifetime of WSNs. The proposed scheme decides the cluster head based on the energy level of the nodes, while tree topology is adopted to connect the nodes inside each cluster. A new model for deciding an optimal number of clusters is also derived. Computer simulation reveals that the proposed scheme significantly extends the network lifetime and message delivery ratio compared to the existing schemes.
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1. Introduction  
Advanced integrated circuit technologies have led to the development of small sensor nodes equipped with sensing, data processing and communication capability. Distributed in the target area, they form a network which can sense the environmental data and react to the surrounding condition. This makes the WSN suitable for a wide range of civil and military applications - target field imaging, intrusion detection, weather monitoring, security and tactical surveillance and disaster management, etc [1,2]. WSN is composed of a large number of sensor nodes and a base station (BS). The BS processes and stores the information it receives from the sensor nodes [3-5]. The sensor nodes are usually deployed randomly in the region of interest. A sensor node, despite its limited energy, processing capability and memory, collaborates with other sensor nodes, queries the physical environment, compiles the received data and transmits them to the BS. With their capabilities for monitoring and control, the network can provide a fine global picture of the target area through the integration of the data collected from many sensors each providing a coarse local view [6,7].

Since sensor nodes have limited power supply which cannot be recharged or replaced, their operation needs to be energy efficient. The limited energy in each
node affects the lifetime of the entire network, and thus energy efficiency has been a critical design issue for the protocols and algorithms developed for WSN [8-10].

Cluster-based routing protocol is effective for prolonging the lifetime of WSN [11]. In cluster-based routing, the nodes in the network take different roles according to a variety of conditions and metric. Each cluster has a leader referred to as cluster-head (CH) and other ordinary member nodes. The CHs can form another hierarchy among them. The clustering approach allows a WSN of high scalability, less consumed energy and thus longer lifetime for the whole network [12]. This is mainly due to the fact that most of the sensing, data processing and communication activities can be performed within the clusters. However, energy consumption at a CH is significantly larger than that at other ordinary sensor nodes because CH is responsible for delivering aggregated data in its cluster to the BS. This problem can be relieved by rotating the role of CH among all nodes.

In this paper we propose an energy efficient clustering protocol employing tree topology for self-organizing WSN. The proposed scheme utilizes a new probability function to decide the number of CHs in each round. The function involves energy level, round information, frequency selected as CH of each node. The main focus of the proposed protocol is the minimization of energy consumption of the nodes for maximizing the network lifetime. For this, the proposed protocol adopts the tree topology inside each cluster. After leveling of the member nodes is completed with the CH as the root, a tree in a cluster is constructed by broadcasting the topology via a hybrid medium access control approach. The proposed scheme significantly reduces energy consumption and increase the lifetime of the sensor network compared to the existing schemes. Also, through the uniformly distributed CHs, the proposed scheme balances the energy consumption among the sensor nodes. The simulation results demonstrate that the proposed scheme effectively extends the network lifetime compared with the existing schemes.

The remainder of the paper is organized as follows. Section 2 presents the related work, and Section 3 introduces the proposed scheme. The performance of the proposed scheme is evaluated by computer simulation in Section 4. Finally, Section 5 concludes the paper and outlines future research direction.

2. Related Work

2.1. Cluster-Based Routing in WSN

The traditional routing protocols for WSN take energy efficiency as a primary criterion. Cluster-based routing has been recognized to be effective in this regards. It can improve the network scalability and lifetime, and also energy efficiency. It is efficient to lower the energy consumption within each cluster, performing data aggregation and fusion to decrease the number of transmitted messages to the BS [13-16].

Cluster-based routing is manipulated in rounds, where each round consists of four stages: cluster-head (CH) selection, cluster formation, intra-cluster communication and inter-cluster communication. In the first stage, the CHs are selected with the purpose of gathering data from the member nodes of its cluster. This stage is followed by the construction of the clusters. In other words, each node selects a CH to join. In the intra-cluster communication stage, the member nodes gather the data and send them to their CH. After receiving the data from the member nodes, the CHs perform data aggregation to omit redundant data. During the inter-cluster communication stage, the CHs send the data to the BS [17,18]. Both the intra and inter-cluster communication might be performed in single hop or multi-hop communication.

The clustering protocols have numerous merits which make them the most suitable and preferred protocols for WSN [19,20]. First, the total energy expenditure taken for data transmission is minimized. In addition, packet collision is reduced and redundant data are eliminated by the data aggregation process. Furthermore, the communication overhead to the BS is reduced since only the CHs participate in the data transmission. The bandwidth demand is lessened, while the limited bandwidth is used effectively. The overhead of routing and topology maintenance is small. Moreover, the network manageability and scalability are enhanced [21]. In next subsection various energy-efficient cluster-based routing protocols for WSN are discussed.

2.2. Existing Schemes

Low-Energy Adaptive clustering Hierarchy (LEACH) [22] is one of the representative clustering schemes. In LEACH the sensor nodes are divided into clusters, and a sensor node is selected as the CH in each cluster. The selection of CH is based on a predetermined probability.
Each node chooses a cluster to join by comparing the strengths of the advertisement messages sent from the CHs. The member nodes monitor the environment and send data to their CH. The CH is responsible for collecting and aggregating the information of the member nodes in the cluster before sending them to the BS. As the member nodes do not send data directly to the BS, the distance of data transmission is short, requiring small energy consumption.

The operation of LEACH consists of rounds. Each round begins with set-up phase in which the clusters are formed, followed by steady-state phase in which data are transferred from the nodes to the BS. During the set-up phase of cluster formation, each node decides whether it becomes a CH for the current round or not. The CHs are stochastically selected. Each node determines a random number between 0 and 1. If the number is smaller than a threshold, the node becomes a CH for the current round. The threshold for node-\( n \), \( T(n) \), is obtained by Eq. (1) below.

\[
T(n) = \begin{cases} 
\frac{k}{N - k \times (r \mod \frac{N}{k})}, & \forall n \in G \\
0, & \forall n \notin G 
\end{cases}
\]

where \( N \) is the total number of nodes, \( k \) is the number of clusters, \( r \) is the number of the current round, and \( G \) is the set of nodes that have not been CHs in the last \( N/k \) rounds. Using this approach, each node is ensured to be a CH exactly once within \( N/k \) rounds. After \( N/k \) rounds, all nodes are once again eligible to become CHs. As long as the energy efficiency is concerned, it is not desirable to select CHs randomly. However, repeating the rounds can offset the negative aspect of randomness.

After the CHs are selected, each CH broadcasts an advertisement message. The sensor nodes listen to the advertisements and join the closest one. Each CH then sets up a TDMA schedule for all the member nodes in its cluster. During the steady-state phase, the member nodes send the data they gather to the CH according to the TDMA schedule. The CH aggregates and compresses the data before passing them to the BS. At the end of a round, a new set of nodes become the CHs for the subsequent round and the whole process repeats.

In LEACH-C [30], the clusters are decided by the BS. In the set-up phase, the BS receives the messages containing the information on the location and amount of remaining energy of each sensor node. The BS then calculates the average energy of the nodes, and the ones having larger energy than the average are picked as candidate CHs. From the candidates, the nodes of smaller distance to the neighboring nodes are selected as CHs using the simulated annealing algorithm. After that, the BS broadcasts a message containing the IDs of the CHs for that round to the nodes in the network. When a node receives the message, it elects itself as CH if its identifier (ID) is included in the list of CHs. If not, the node determines its cluster and identifies the TDMA slot in which data are transmitted to the CH. The operation of LEACH-C in steady-state phase is identical to that of LEACH.

Proxy-Enable Adaptive Clustering Hierarchy for wireless sensor network (PEACH) [23] improved LEACH by selecting a proxy node which can assume the role of the current CH of weak power during one round of communication. In PEACH, the CH selection algorithm is the same as LEACH. Therefore, if all nodes are alive and have large energy, the number of CHs with PEACH will be the same as LEACH. However, in LEACH, CHs are randomly selected regardless of the energy remaining in the nodes. It may thus cause failing CHs and limit the lifetime of the sensor network. PEACH solves the problem of LEACH where the CH of no enough energy takes the duty of CH. If a cluster becomes to have a failing CH, a proxy is selected to operate in replace of the original CH. It is based on the consensus of healthy nodes for the detection and manipulation of failure of any CH. It allows improvement in the network lifetime by reducing the overhead of re-clustering.

The authors of [24] propose a protocol called Energy-Driven Adaptive Clustering Hierarchy (EDACH), which can increase the lifetime and reliability of sensor network in the presence of faults at the CHs. This is achieved by selecting a proxy node which can assume the role of the current CH during one round of communication. EDACH is based on consensus of healthy CHs to detect and handle faults in any faulty CH. EDACH employs the simulation-based fault injection method for performance evaluation, which assumes that errors occur according to a predetermined distribution. It provides improvement in the stability of the system and reduces the overhead of re-clustering and system reconfiguration.

[25] proposed a novel algorithm called EECH (Energy Efficient Clustering Hierarchy). Here the node of more energy has higher probability to be selected as
CH than other nodes. Besides, the CHs are set to use multi-hop forwarding and routing when they communicate with the BS. The EECHS scheme [26] adjusts the threshold value of the stochastic CH selection algorithm of LEACH. It considers residual energy of the nodes, distance between the nodes and the BS, and the number of consecutive rounds in which a node has not been a CH in CH selection. We next present the proposed scheme. [27] proposed another enhancement over LEACH protocol. The protocol, called Power-Efficient Gathering in Sensor Information Systems (PEGASIS), is a near optimal chain-based protocol. The basic idea of the protocol is that the nodes communicate with only their closest neighbors and take turns to communicate with the BS to maximize the network lifetime. When the round of all nodes communicating with the BS ends, a new round begins. This reduces the power required to transmit data per round as the power draining is spread uniformly over all nodes. PEGASIS has two main objectives. First, increase the lifetime of each node with the collaboration between them, and as a result the network lifetime too. Second, allow collaboration only between the nodes close each other so that the bandwidth consumed for the communication is reduced. Unlike LEACH, PEGASIS avoids cluster formation and uses only one node in a chain to transmit to the BS instead of using multiple nodes. To locate the closest neighbor node, each node uses the signal strength to measure the distance to all neighboring nodes and then adjusts the signal strength so that only one node can be heard. The chain in PEGASIS consists of those nodes that are closest to each other, and forms a path to the BS. The aggregated data are sent to the BS by a node in the chain, and the nodes in the chain take turns in sending data to the BS. The chain construction is performed in a greedy fashion. PEGASIS increases the lifetime of network compared to the LEACH protocol. The performance gain is achieved through the elimination of the overhead caused by dynamic cluster formation in LEACH, and decreasing the number of transmissions and reception using data aggregation.

3. The Proposed Scheme

We first discuss the system model and energy model used in the proposed routing scheme.

3.1. System Model and Energy Model

We consider a WSN of a number of sensor nodes distributed randomly in the target area. The sensing nodes periodically form the clusters and have enough transmission power to reach the BS. The following assumptions on the sensor nodes and underlying network employed:

- All nodes are homogeneous and have the same capabilities. Each node is assigned a unique identifier (ID).
- All sensor nodes are started with the same initial energy.
- When two communicating sensor nodes are not within each other's radio range, data are forwarded through other nodes.
- A routing and MAC infrastructure are in place, and the communication environment is contention and error-free.
- Data fusion or aggregation is used to reduce the number of messages in the network.

We use the radio model adopted in [10-14], which is the first order radio model. To derive the energy consumption per any type of node, both the free space ($d^2$ power loss) and the multipath fading ($d^4$ power loss) channel model are used which are based on the distance between the transmitter and receiver. Power control is used to invert the loss by suitably configuring the power amplifier. For the communication between a non-cluster-head and its CH, the free space ($fs$) model is used. Between the CHs and the BS, the multipath ($mp$) model is used. The radios have power control and can expend minimal energy to reach the intended recipients. The radio can be turned off to avoid receiving unintended transmissions. The energy consumption model is described as follows. When a node transmits $l$ bit over distance $d$, the energy it consumes is:

$$E_{Tx}(l,d) = E_{Tx-elec}(l) + E_{Tx-amp}(l,d)$$

$$= \begin{cases} E_{elec} + le_{fs}d^2, & d < d_0 \\ E_{elec} + le_{mp}d^4, & d \geq d_0 \end{cases}$$  \hspace{1cm} (2)$$

and a node receives $l$-bit data, energy it consumes is:

$$E_{Rx}(l) = E_{Rx-elec}(l) = E_{elec}$$  \hspace{1cm} (3)$$

Here $E_{elec}$ is the unit energy consumed by the electronics to process one bit data, $e_{fs}$ and $e_{mp}$ are the
amplifier factor for free-space and multi-path models, respectively, and \( d_0 \) is the reference distance to determine which model to use. In these models, a radio dissipates \( E_{elec} = 50nJ/\text{bit} \) to run the transmitter or receiver circuitry, \( \varepsilon_{fs} = 10pJ/\text{bit}/m^2 \) and \( \varepsilon_{mp} = 0.0013pJ/\text{bit}/m^4 \) for the transmitter amplifier. For simplicity of calculation, we assume that the transmission range of each node is same on one condition that the transmission range should cover all the neighbors in the network. Also, we assume that all data packets contain the same number of bits and the energy for data aggregation is set as \( E_{DA} = 5nJ/\text{bit/signal} \).

### 3.2. The Proposed Approach

In this subsection we introduce the proposed scheme which employs tree topology in each cluster to evenly distribute the energy load among the sensors in the network. The proposed scheme consists of two phases, clustering phase and data transmission phase. In the following sub-sections we discuss each of them in detail.

#### 3.2.1. Optimal Number of Clusters

The cluster-based protocols adopting a simple hierarchical path selection approach do not need any information on the location of the nodes or upper layer control. Since each node is selected as CH with the same probability, the load can be balanced. However, the following issues need to be resolved.

Firstly, the optimum number of clusters, \( k_{opt} \), needs to be decided. If the number of clusters is smaller than \( k_{opt} \), some nodes may exhaust its energy for transmitting data to the CH locating far. With excessive number of clusters, on the other hand, the nodes will quickly deplete their energy for direct communication to the BS.

LEACH sets \( k_{opt} \) as 5% of the nodes without any formal model.

Secondly, each node has equal probability to be a CH. If a node of low energy is selected as a CH, however, it will quickly deplete its energy due to the heavy load of CH. This shortens the network lifetime. Therefore, we need to introduce a new threshold value, which is decided based on the probability of optimal number of CHs and the residual energy of the nodes, to properly select the CHs.

During one round of operation, the energy consumption of a CH, \( E_{CH} \), is due to three factors: data reception, data aggregation, and transmission of the aggregated data to the BS. Since the distance between the CH and BS is usually long, the multi-path (d\(^4\) power loss) model is used, and \( E_{DA} \) becomes:

\[
E_{CH} = IE_{elec}N_1 + IE_{DA}(N_1 + 1) + IE_{elec} + I_{mp}d_{BS}^4 \quad (4)
\]

where \( l \) is the number of bits in each data packet, \( N_1 \) is the number of member nodes in a cluster having Poisson distribution, \( E_{DA} \) is the energy cost of data aggregation, \( d_{BS} \) is the distance from the CH to the BS. With full data aggregation, each CH needs to process \( n/k_{opt} \) signals of length-\( l \). The average number of member nodes in each cluster is [28]:

\[
E[N_1 | N = n] \approx E[N_1] = \frac{\lambda_0}{\lambda_1} \quad (5)
\]

Here \( \lambda_0 \) and \( \lambda_1 \) denote the density of CHs and member nodes, respectively, \( \lambda_1 = p\lambda, p = k/n \), and \( \lambda (= \lambda_0 + \lambda_1) \) is the density of Poisson distribution process. \( n(=\lambda \times A) \) is the number of nodes, while \( A \) is the size of the target area of square shape where the sensor nodes are deployed, \( k \) is the number of clusters, \( p \) is the probability for a node to be CH.

Without loss of generality, assume that the BS locates at the center of the target area. Hence the average distance from each CH to the BS for a square area of unit side length is:

\[
E[D_r | N = n] = \iint \left[ x^2 + y^2 \right] \frac{1}{4a^2} dxdy = 0.765 \quad (6)
\]

Here \( D_r \) is the variable of Poisson distribution denoting the distance from the CH whose coordinate is \((x,y)\) to the BS. \( P_d \) is the probability density of CH in the area \( A \).

According to Eq. (5) and (6), Eq. (4) can be expressed by:

\[
E_{CH} = \frac{n-k}{k}IE_{elec} + \frac{n}{k}IE_{DA} + IE_{elec} + 0.342a^4I_{mp} \quad (7)
\]

Because each member node needs to transmit only \( l \) bit data to its CH and the distance between them, \( d_{noCH} \), is relatively short, the free space model is used. Thus the energy used in each member node is:

\[
E_{noCH} = IE_{elec} + I_{mp}d_{noCH}^2 \quad (8)
\]

\( d_{noCH} \) is [28]:

\[
d_{noCH} = \sqrt{\frac{2E_{elec}l + I_{mp}d_{BS}^4}{IE_{elec} + I_{mp}d_{BS}^4}} \quad (9)
\]

Therefore, the total energy used for one round of operation is:

\[
E_{tot} = \frac{n-k}{k}IE_{elec} + \frac{n}{k}IE_{DA} + IE_{elec} + 0.342a^4I_{mp} + \sqrt{\frac{2E_{elec}l + I_{mp}d_{BS}^4}{IE_{elec} + I_{mp}d_{BS}^4}} \quad (10)
\]
Here $L_1$ is the variable of Poisson distribution signifying the sum of the distance from the member node to the CH. Then, the average distance from the member node to its CH, $E[H_1|N=n]$, is:

$$E[H_1|N=n] = E[L_1|N=n] = 0.5\left(\frac{kn}{n}\right)^{1/2}$$ (10)

Therefore,

$$E_{non-CH} = lE_{elec} + \frac{n}{4k}\epsilon_f$$ (11)

The energy dissipated in a cluster during a single round, $E_{cluster}$, and the total energy consumption, $E_{total}$, are:

$$E_{cluster} = lE_{elec} + N_1E_{non-CH}$$ (12)

$$E_{total} = kE_{cluster}$$ (13)

According to Eq. (7), (11), (12), Eq. (13) can be expressed by:

$$E_{total} = lE_{elec} + nE_{elec} + 0.342a^4\epsilon_{sp} + \frac{n(n-k)}{4k}\epsilon_f$$ (14)

Setting the derivative of $E_{total}$ with respect to $k$ to zero,

$$\frac{d}{dk}E_{total} = -E_{elec} + 0.342a^4\epsilon_{sp} - \frac{n^2}{4k}\epsilon_f = 0$$ (15)

Because $n = \lambda(4a^2)$, $\lambda = n/4a^2$. The optimum number of cluster, $k_{opt}$, and optimal probability for any node to be CH, $p_{opt}$, are then

$$k_{opt} = \sqrt{\frac{na^2\epsilon_f}{0.342a^4\epsilon_{sp} - E_{elec}}}$$ (16)

$$p_{opt} = \frac{k_{opt}}{n} = \sqrt{\frac{a^2\epsilon_f}{n(0.342a^4\epsilon_{sp} - E_{elec})}}$$ (17)

3.2.2. Selection of Cluster-Head

LEACH adopts the random mechanism of CH selection, in which CH is randomly selected and all the sensor nodes within a cluster take turns to be the CH. This leads to balanced energy consumption of all nodes, and hence a longer lifetime of the network. However, this approach can locate the CHs unevenly. It causes the energy consumption of the nodes unbalanced and reduces the lifetime of the network. In order to solve this problem, the proposed scheme introduces three parameters to stochastically select the CH. The first parameter is the energy ratio between the current energy vs initial energy. The second one is the round number. The third one is the count that the node has been selected as the CH. The probability function of Node-n in the proposed scheme is expressed as follows with the three factors:

$$T(n) = \begin{cases} p_{opt} & \text{if } n \mod p_{opt} = 0 \\ 1 - p_{opt} \times (r \mod p_{opt}) & \text{if } n \mod p_{opt} \neq 0 \end{cases}$$ (18)

where $p_{opt}$ is the probability to be CH, $C_{ch}$ is the number of times the node has been selected as the CH until the current round, $E_{residual}$ is the residual energy, $E_{init}$ is the initial energy, and $r$ is the round number, respectively.

After the CHs are selected using the proposed probability function, each node electing itself as a CH for the current round broadcasts an advertisement message ($ADV\_Msg$) to other nodes. When a node receives an $ADV\_Msg$ message from the CHs, it sends the join-request message ($Join\_REQ$) to the CH which it chooses as its CH based on the received signal power. After the CH receives the message ($Join\_REQ$), the CHs identify their member nodes based on the received $Join\_REQ$ message. Once the clusters are created, tree configuration in each cluster begins.

3.2.3. Tree Configuration in Cluster

After the clusters are formed, a tree is built with the member nodes where the CH is the root. In the tree structure one sensor node can have one parent and many children nodes. All member nodes in a cluster are arranged in $m$ levels starting from a CH. The CH is the root of tree, and it is at level 0.

In this phase each node selects a parent node. For this, the member nodes compute their tree level according to the distance from the CH. The distance between tree levels in a cluster, called communication radius (CR), is decided a priori based on node density in the target area considering the connection among the nodes. In [16], the critical transmission range for multi-hop connectivity was presented. The authors assume
that the nodes are uniformly distributed in the field and each cell of size $C \times C$ contains at least one node. In this case, the network is guaranteed to be connected if the transmission range is $r = (1 + \sqrt{5})C$. A cell in this context is defined as an area in the 2-dimensional space in which every node can communicate with every other node residing in every neighboring cell. In a clustered network, a cell can be defined as an area where every node can reach every other node residing in the same cell. According to [29], we obtain that $CR$ is equal or longer than $(1 + \sqrt{5})L$, where $L$ is the length of one side of a square field.

Each member node computes its tree level, $L$, as follows.

$$L = \left\lfloor \frac{D_{CH}}{CR} \right\rfloor + 1 \quad (19)$$

where $D_{CH}$ is the distance to its CH based on the power of a signal received from the CH. Thus, $D_{CH}$ can be obtained using the RSSI model. We also calculate the maximum tree level, $L_{max}$, as follows.

$$L_{max} = \frac{\text{the longest length of a field}}{CR} + 1 \quad (20)$$

After leveling of the member nodes is completed, tree inside a cluster is constructed by assigning a level to each member node. For the tree construction, this phase requires a number of iterations (steps), which we refer to as time interval $T_i (i=1, 2, \ldots, L_{max})$. Here each step takes $T_{Rs}$ which should be long enough for the nodes of same tree level to communicate with the neighbor nodes. The path setup based on the level starts from the nodes of the smallest tree level, and terminates with the nodes of the level of $L_{max}$.

During iteration $i$, the nodes of level $i$ broadcast a message using CSMA, which is composed of the node’s ID, level number, and ID of the parent node. Fig. 1 shows the broadcast process for tree construction in a cluster. Here each node decides a node as its parent node that transmits signal of the strongest power. When a node receives the reply from a node one level outer layer, it lists it as a child node. Then they turn off their radio until the data collection begins. The nodes of level $1$ elect the CH as their parent node. The tree construction process continues until the tree covers all the nodes in the cluster.

3.2.4. Data Collection and Transmission

Once the level-based tree construction in each cluster is complete, the data collection and transmission phase begins. In this phase each node sends the collected data to the parent node during the pre-allocated time slot appointed by the CH. We choose to implement a time division multiple access (TDMA)-based MAC layer for the slot assignment.

Each CH generates a TDMA schedule for the transmission and circulates it with the tree topology. In the allotted time-slot the nodes transmit gathered data to the lower level nodes. The lower level nodes fuse the received data with sensed data, and then send the result to the next lower level nodes. When the data from the nodes of all the levels in the cluster have been received, the CH applies data fusion to the received data. After this, it sends the fused data to the BS. Fig. 2 shows an example of data transmission schedule employed by the proposed scheme. In Fig. 2, node $A$ and $B$ are located in the same level and node $C$ is lower level than them. The level of node $D$ is lower than that of node $C$. Thus, in $T_1$, only node $A$ and $B$ transmit data to the parent nodes of the next level. The transmission process continues until the data transmission of all the nodes is completed.
4. Performance Evaluation

In this section we evaluate the performance of the proposed scheme using a simulator developed in C++, and compare the performance with the existing protocols. The simulation evaluates the number of CHs per round, the round number of FND (first node die) and HNA (half of the nodes alive), number of messages received, and the network lifetime with the protocols compared. Table 1 provides the parameters used in the simulation.

Table 1. The parameters used in the simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network size</td>
<td>100m × 100m; 200m × 200m</td>
</tr>
<tr>
<td>Location of BS</td>
<td>Center of target area</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>100</td>
</tr>
<tr>
<td>Data packet size</td>
<td>500 byte</td>
</tr>
<tr>
<td>Packet size for path set-up</td>
<td>20 byte</td>
</tr>
<tr>
<td>Network topology</td>
<td>Random</td>
</tr>
<tr>
<td>Initial energy of each sensor</td>
<td>1.0J</td>
</tr>
<tr>
<td>$E_{elec}$</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>$\varepsilon_p$</td>
<td>10 pJ/bit/m²</td>
</tr>
<tr>
<td>$\varepsilon_{ap}$</td>
<td>0.0013 pJ/bit/m⁴</td>
</tr>
<tr>
<td>$E_{tot}$</td>
<td>5 nJ/bit/signal</td>
</tr>
</tbody>
</table>

In the simulation the BS is assumed to be fixed and located at the center of the target area, and it has unlimited resources including the power. In order to study how the proposed scheme works with the network of different densities, the simulations are conducted with two different sizes of network of 100m × 100m and 200m × 200m. 1000 simulation runs are executed, and the results are averaged. In the simulations the radio model presented in Section 3.1 is adopted. The free space propagation model is used when the propagation distance is smaller than the threshold distance $d_0$. Otherwise, the ground reflection (two-ray) propagation model is used [22,24,26]. For the simplicity, an ideal MAC layer and error-free communication links are assumed.

To investigate the effectiveness of cluster formation of the proposed approach, we first examine the performance of CH selection. Fig. 3 shows the distribution of the number of clusters in LEACH, EECHS, and the proposed scheme, which is achieved from 100 rounds of the simulation. In Fig. 3, it is apparent that the number of clusters with the proposed scheme is more stable than that with LEACH and EECHS. LEACH uses a fully random approach to select the CHs with a pre-determined probability. As a result, the number of CHs with LEACH and EECHS varies significantly as shown in Fig. 3. The selection of CH with the proposed scheme is made considering several operation parameters of each node. Therefore, the proposed scheme allows more effective and consistent formation of clusters than LEACH and EECHS.

We compare the proposed scheme with LEACH, EDACH, and EECHS in terms of network lifetime using FND and HNA. Fig. 4 shows that the proposed scheme improves FND approximately 70%, 51%, and 17% than LEACH, EDACH and EECHS, respectively.

The improvements of HNA are approximately 58%, 40%, and 16%, respectively. Based on these results, the proposed scheme can be said to be better than the
existing schemes in balancing the energy consumption of the sensor nodes.

We also evaluate the energy efficiency of the schemes by examining the network lifetime. Fig. 5 shows the number of sensor nodes still alive over the simulation time. The proposed scheme clearly outperforms the others with respect to the network lifetime. In Fig. 5(a), 100 nodes are randomly placed in a 100m × 100m area with the BS located at (50, 50). Fig. 5(b) is the simulation result with 200m × 200m area. Note that the existing schemes select the CHs based on a random approach. The proposed scheme allows considerable improvement in the network lifetime by conspicuous selection of the CHs and tree formation inside the clusters. Also, the proposed scheme outperforms other protocols even for larger size network.

5. Conclusion

In this paper we have proposed an energy efficient clustering protocol for maximizing the network lifetime of wireless sensor network. The proposed scheme introduces a new threshold value used in selecting the CHs in the network. We have also introduced a new tree construction approach inside each cluster to minimize the energy consumption of the sensor nodes. As a result, the proposed scheme can significantly reduce energy consumption and increase the lifetime of the network compared to the existing schemes. Through the uniformly distributed CHs, the proposed scheme can effectively balance the energy consumption among all sensor nodes.

In the future we will continue to study the maximization of network lifetime for heterogeneous sensor network. In addition, mobility in sensor network is an ever-growing requirement in recent applications. Extension of the proposed scheme to cope with the mobility and the related challenges is yet another important issue remaining as future work.
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